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Abstract

The motivation behind the presented work is to provide a comprehensive investigation

of the modelling aspects of ship manoeuvring simulations. To achieve this, slow motion

derivatives and oscillatory coefficients of a benchmark model are derived by means of

static drift and planar motion mechanism simulations. Aspects such as mesh and time-step

sensitivity are investigated, together with a comparison of free surface modelling techniques

and turbulence closure. Finally, the contributions to the derivatives from an undeflected

rudder are exposed.

Numerical simulations are undertaken using a Reynolds-Averaged Navier-Stoke (RANS)

finite volume method (Star-CCM+) to replicate captive model tests. Static drift and planar

motion mechanism simulations in pure sway and yaw are performed for the KVLCC2 at

model scale.

A proper verification and validation is performed for both sets of results. For static drift

simulations, values of numerical uncertainty are found to be adequately small. However,

the comparison error does not allow proper validation of the results, yet it is low enough for

the agreement with the experimental data to be regarded as satisfactory. The limitations

of the verification and validation procedure are reached with the results of the PMM

simulations, and this does not allow numerical uncertainties to be estimated, nor to

validate the results. Nevertheless, a less formal validation is performed, also showing

acceptable agreement with the experimental data.

The three different time-steps chosen show very similar results, all being able to

accurately capture the forces and moments. Good agreement is obtained as well when

comparing local flow measurements, such as the wave pattern, nominal wake, etc., to

numerical predictions. More disparity is found between the different turbulence models

used, with the one-equation model showing the largest discrepancies.

This work demonstrated that RANS methods can be effectively used to derive the

manoeuvring characteristics of ships in a relevant time-frame, but some numerical aspects

require careful considerations. The results obtained showed good enough agreement with

experimental data to allow different manoeuvring simulations to be performed using the

derivatives obtained.
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Chapter 1

Introduction

Historically, resistance and propulsion, as well as seakeeping were the main considerations

in ship design, as far as the performance of the ship was concerned. The manoeuvrability

of a ship was assessed by sea trials, providing a very accurate assessment of its capabilities

when conducted properly. However, if its manoeuvrability was regarded as unsatisfactory,

modifications were extremely expensive.

More recently, with the implementation of manoeuvring resolutions by the International

Maritime Organisation, see (IMO, 2002), requirements for manoeuvring predictions became

more demanding. As a result, naval architects need to be able to accurately predict the

manoeuvring characteristics of a ship (such as its course keeping or turning abilities) during

the design. Before computational methods provided an attractive alternative, model tests

or empirical methods were the preferred approaches.

Model tests can be used to directly simulate standard manoeuvres required by the

IMO, such as a turning circle, zigzag, etc., see Bertram (2012) for a thorough description

of the different manoeuvres. This is the free-running approach, which is regarded as the

most accurate, but requires large facilities and a self-propelled model as well as a tracking

equipment, which greatly increases the complexity of the test.

An alternative is captive model test, where the model is forced into different harmonic

motions and the forces and moments are measured. From those, hydrodynamic coefficients

are extracted. They can then be used with suitable equations of motion to simulate any

manoeuvre. Initially, free-running tests are less costly than captive model tests, but once

the hydrodynamic coefficients have been determined, a whole range of manoeuvres can be

simulated using those coefficients, as opposed to the single manoeuvre performed with the

free-running approach.

Empirical methods (Clarke, 1983; Inoue and Kijima, 1978; Kijima et al., 1990) are

comprised of a large database of hydrodynamic coefficients, obtained from model test,

fitted with a regression method. These yield acceptable results provided they are applied

to ships similar to the one used to create the database.

1



CHAPTER 1. INTRODUCTION

Table 1.1: List of contributors for benchmark data for SIMMAN 2014.

Testa KVLCC2 KCS DTMB-5145

SD (Bare) NMRI - FORCE, IIHRb

SD (App.) NMRI, HMRI JMU, FORCE MARIN

PMM (Bare) NMRI - FORCE, IIHRc

PMM (App.) NMRI, HMRI JMU, NMRI, FORCE MARIN

a SD: Static Drift, PMM: Planar Motion Mechanism
b Results form the Istituto Nazionale per Studi ed Esperienze di Architettura Navale (INSEAN) are

also available.

While extensive use of potential flow theory was, and still is made in seakeeping and

hydroelasticiy to determine the added-mass and the fluid damping of ship sections for use

with strip theory, limited attempts have been made to predict manoeuvring characteristics

of ships using this approach. One of the issues that arise is that the complex flow

phenomenon present at the stern or bow of the ship is not well reproduced by strip theory

(Clark, 1972), leading to poor predictions. Euler methods (inviscid Navier-Stokes), despite

the increased fidelity, also result in large discrepancies compared to viscous approaches

(Duman and Bal, 2016).

Not until Reynolds-Average Navier-Stokes (RANS) methods were applied to ship

manoeuvring (Miyata et al., 1997) did numerical predictions improve. Despite their

abilities to model viscous flow, such methods are extremely expensive, and the lack of

confidence in the results does not allow direct application to the ship. They are mostly

utilized at model scale, where experimental data is available to validate the findings.

Recently, a large effort has been undertaken to render those approaches more mature, with

the creation of a workshop for verification and validation of ship manoeuvring simulations

(SIMMAN). They addressed this by creating a large database of experimental results and

introduced a proper verification and validation procedure, see table 1.1 for an exhaustive

list of the data available.

1.1 Aim and Objectives

This thesis aims at investigating the modelling aspects of ship manoeuvring using RANS

methods. Static drift (SD) and planar motion mechanism (PMM) tests in pure sway and

yaw will be numerically replicated using a RANS finite volume commercial computational

fluid dynamics (CFD) package (Star-CCM+) to derive the hydrodynamic coefficients of

a benchmark ship, namely the KVLCC2 (table 1.2), see section 2.6 for the complete

justification of this choice.

2
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To achieve this aim, this project is structured as follows:

• Static drift simulations:

– Verification and validation of the results obtained following SIMMAN (2014)

and Stern et al. (2001) for a chosen test case (β = 8◦).

– Time-step and turbulence closure sensitivity study for the test case, using the

Realizable k-ε and Spalart-Allmaras model.

– Static drift simulations at a range of drift angles (±16) using the chosen mesh

and time-step to determine the slow motion derivative Yv and Nv.

– Additional study using the double-body approach, an approach where the

forward speed of the model is reduced and an investigation of the contribution

of the addition of an undeflected rudder to the derivatives.

• Planar motion mechanism simulations:

– Verification and validation of the results obtained following SIMMAN (2014)

and Stern et al. (2001) for a chosen test case (pure sway T=12 s).

– Pure sway PMM simulation to acquire the velocity and linear acceleration

dependent coefficients Yv, Nv, Yv̇ and Nv̇ for two periods: 12 and 6 seconds.

– Pure yaw PMM simulation to acquire the rotary and angular acceleration

dependent coefficients Yr, Nr, Yṙ and Nṙ for two periods: 12 and 6 seconds.

– Additional investigation on turbulence closure for the chosen test case using

the Realizable k-ε model and on the contribution of an undeflected rudder to

the oscillatory coefficients.

1.2 Outline of the thesis

This thesis is divided into 7 chapters. After this introduction and the definition of the

aim and objectives, chapter 2 presents the background of ship manoeuvring simulations,

giving an overview of the methods used and the results obtained as well as the current

gap in the field.

Subsequently, chapter 3 introduces the background theory of numerical simulations

of ship manoeuvring. The equations of motion, coordinate system and the equations of

viscous flow are presented with emphasis on the methods used throughout this thesis.

Building on the information assembled, the methodology used to derive the manoeuvring

derivatives of the KVLCC2 is presented in chapter 4. The mesh generation process, as

well as the numerical solution are described together with the procedure for verification

and validation of the numerical results.

3
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Chapter 5 provides the results obtained for the static drift simulations, with emphasis

on the verification and validation process as well as on the additional study described

earlier. To conclude this chapter, the manoeuvring derivatives are presented and then

discussed. A similar structure is used for chapter 6, which provides the results of the

planar motion mechanism simulations.

Finally, chapter 7 concludes this thesis, also giving recommendations for future work.

Table 1.2: Particulars of the KVLCC2, ship and model.

Dimension Ship Model Units

λ 1 1/110 [-]

LPP 320.0 2.9091 [m]

LWL 325.5 2.9591 [m]

BWL 58.0 0.5273 [m]

T 20.8 0.1891 [m]

Displacement 312622 0.2349 [m3]

Izz - 89.67 [Nms2]

xG - 0.1009 [m]

Fr 0.142 0.142 [-]

Re 2.14× 109 1.94× 106 [-]

U 7.97 0.76 [m/s]

ρ 1026.0210 999.1026 [kg/m3]

µ 1.220× 10−3 1.138× 10−3 [kg/(sm)]
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Chapter 2

Background

This chapter provides an introduction to numerical simulations of ship manoeuvring as well

as a thorough and comprehensive review of the current practices. First, the free-running

and captive approach are introduced. The different mathematical models and numerical

strategies used are presented and contrasted. Finally, the verification and validation

procedure is introduced with an overview of the available benchmark data for captive

model test simulations.

The reader is referred to appendix A for a comprehensive list of the literature covering

manoeuvring simulations.

2.1 Captive and Free-running Simulations

Numerical manoeuvring simulations using computational fluid dynamics can be categorized

in the same way as model tests. Free-running simulations replicate self-propelled model

tests of standard manoeuvres, such as zigzag, turning circle, pull-out manoeuvres, etc.,

while captive simulations replicate captive model tests.

Self-propelled model simulations were first performed for resistance computations.

Carrica et al. (2010) used and overset mesh to descretize the propeller and a speed

controller to find the self-propulsion point of the KVLCC1. Only surge, heave, roll and

pitch motions were considered in this work. Head seas effects were later added (Carrica

et al., 2011). These simulations were able to very accurately predict the resistance of the

ship as well as its self-propulsion point, only underestimating the total drag coefficient by

2.5% while the propeller RPM were overestimated by 2%.

Applications of self-propelled model simulations to manoeuvring are more recent. For

example, Mofidi and Carrica (2014) performed a standard 10/10 and a modified 1/15

zigzag manoeuvre with the Korean Container Ship (KCS) using a moving rudder and

propeller. To accurately capture the interactions between the rudder and the propeller,

they made use of delay detached eddy simulation (DDES), where the large coherent
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structures are resolved and a RANS model is used near walls, to model the small-scale

turbulence. Carrica et al. (2016) then improved the work done by including shallow

water effects. Their results showed acceptable agreement with experimental data (below

2.7% for all self-propulsion relevant variables, and below 20% for overshoot angles and

rudder yaw). Here again, use of scale-resolving simulations was made to better capture

the rudder-propeller interactions. In all the above-cited work, extensive use of the overset

technique was made to produce high-quality grids, combining Cartesian meshes for the

domain and free surface refinement with O type meshes for the ship and the propeller.

Finally, Shen and Korpus (2015) completed the effort done in free-running simulations

by including the ability to simulate manoeuvres in waves. They performed 6 DOF

computation on the ONR tumblehome (ONRT) model, in head and quartering seas.

Very good agreement was found with ship motion data in head seas, with the increased

complexity of quartering seas, notable differences in the results were observed, especially

for the roll motion.

While the agreement with experimental data is usually excellent, those simulations

are performed using very large meshes, up to 70 million cells, to fully resolve all flow

features and use advanced computational strategies such as DDES. This does not allow

free-running simulations to be integrated into the design with the computational power

available nowadays to naval architects.

Captive model simulations replicate static drift, planar motion mechanism (PMM) in

pure sway or pure yaw and rotatory arm test in a numerical environment. Static drift

simulations differ from resistance computations only because of the drift angle (β) imposed

on the model. They are performed to find the sway velocity dependent (Yv, Nv) force and

moment coefficients (Hajivand and Mousavizadegan, 2015; Simonsen et al., 2012; Turnock

et al., 2008) for example.

The drift angles considered usually range from ±20◦ with Froude number (Fr) in the

range of 0.05-0.25, corresponding to the approach speed of the ship. In most simulations,

it is observed that, as the drift angle is increased beyond β ∼ 8◦, Y becomes non-linear, N

also becomes non-linear as drift angles are increased, but this is not as pronounced as for

Y . Duman and Bal (2016), Kim et al. (2015), and Simonsen et al. (2012) all observed this

behaviour, despite performing the simulations on different models. Where the force and

moment become non-linear is also where the agreement between the numerical predictions

and the experimental data starts to deteriorate (Duman and Bal, 2016; Kim et al., 2015).

As opposed to static model tests, where the sway velocity can be varied by either changing

the drift angle of the model or the forward velocity (v = −U0 sinβ), the usual practice

in static drift simulations is to vary the drift angle and not the speed of the model. This

removes the problems associated with the mesh dependence to the Reynolds number (y+)

otherwise created.
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While rotating arm tests are prohibited due to the required facility, they can be easily

performed numerically. Toxopeus et al. (2013) executed rotating arm simulations on the

KVLCC2 using a circular domain and time-varying boundary conditions. They compared

results with conventional PMM simulations. Unfortunately, no conclusion can be drawn

regarding the best approach as some simulations took the tank wall into account and the

turbulence model used also varied.

To derive the linear and rotatory velocity and acceleration dependent forces and

moment coefficients, planar motion mechanism simulations (in pure sway and yaw) are

used. Many examples can be found in the literature, He et al. (2016), Kim et al. (2015), and

Oldfield et al. (2015). Pure sway PMM allow the sway velocity and acceleration derivatives

(Yv, Nv, Yv̇, Nv̇) to be determined while PMM in pure yaw provide the rotatory dependent

derivative (Yr, Nr, Yṙ, Nṙ). Agreement with linear derivatives is usually acceptable, but

discrepancies are present for higher order ones. It is also notable that pure yaw PMM

result in much weaker agreement with experimental data, see He et al. (2016) and Kim

et al. (2015) for examples. The increased complexity of the pure yaw PMM is the result

of a complex flow pattern forming around the model, and is thus more non-linear than

the pure sway case. Despite the increased complexity for this particular case, the captive

approach is much more practical than the free-running one to determine the manoeuvring

characteristics of the ship during the design, due to the lower computational cost. It also

then allows a wide range of manoeuvres to be simulated using the derived coefficients,

as opposed to the free-running approach, where only the results for one manoeuvre are

obtained.

2.2 Mesh Motion

Mesh motion can be achieved either by deforming a single mesh or by imposing motion to a

part of the mesh (overset or chimaera approach). For example, Turnock et al. (2008) used

a weighted (or spring analogy) mesh deformation approach to simulate pure sway PMM

on the KVLCC2. This method has the advantage of being easy to set-up but large mesh

motions are prohibited, this might be the reason why pure yaw PMM were not considered

in the example given.

Sakamoto and Kume (2014) used the overset technique to achieve the desired motion

during their PMM in pure sway and yaw simulations. Because it allows for an unlimited

range of motion, the overset mesh technique is the most commonly used in PMM simulations.

It also removes all issues which can arise when cells are deformed, as opposed to the

morphing approach. Overset techniques are of particular interest when new components

(such as rudders, propellers, etc.) are added to the domain as there is no need to re-mesh

it. However, it is unclear if any of the two approaches has an advantage in terms of

accuracy and computational time.
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2.3 Mathematical Model

To relate the global force and moment measured on the model to the corresponding

velocities and accelerations, mathematical models are used. There is a vast number of

mathematical models which can be employed. Integrated models, such as Abkowitz,

express the global forces and moments as a function of u, v, r, u̇, v̇, ṙ, δ and expand

each expression as a Taylor series about an equilibrium condition (Abkowitz, 1964). The

corresponding coefficients are then found by measuring the in- or out-of-phase forces

and moments. Modular models decompose the forces acting on the ship in contribution

from the hull, rudder and propeller. The forces acting on the hull are then expressed

as a polynomial function of v and r (Yasukawa and Yoshimura, 2015). A least-square

approach is usually used to find the corresponding coefficients for the forces and moments.

Appendages contributions are usually added following empirical or first principle methods.

2.4 Free Surface

One of the critical aspects of these simulations is to model the free surface accurately.

Many different methods are used. For low Froude numbers, a double body approach

is often employed to reduce computational cost. Zou et al. (2010) used this method to

simulate the flow around the KVLCC2 at different drift angles (0-6◦) and water depth

ratios (h/T ∼ 1.2-8.3) at a Froude number of 0.064. While the results for the deep water

case showed acceptable agreement with experiments, the accuracy for the shallow water

cases was lower, typically underestimating the results by ∼ 10%. Although the double

body approach could be an acceptable assumption in deep water, shallow water effects

may have too much influence on the wave field, resulting in the observed low accuracy of

those simulations.

Two classes of methods are used in free surface modelling, they are referred to as:

interface-tracking and interface-capturing. Interface-tracking methods deform the mesh

to follow the position of the free surface. They are more commonly used on Cartesian

structured grids as they allow for a reduction in the number of grid points but require

a re-meshing at each time-step. They are also less accurate when non-linear free surface

effects, such as wave breaking, occur. Interface-capturing methods track the position of

the free surface on the grid by defining a transport equation for the different phases.

Different implementations are available, the two most common are; the volume-of-fluid

(VOF) approach (He et al., 2016; Kim et al., 2015) and the level set (LS) formulation

(Hochbaum and Uharek, 2014; Hochbaum and Vogt, 2002); the latter having the advantage

of smoothly varying, while the VOF approach results in a discontinuous interface (Ferziger

and Peric, 2012), which can lead to some numerical issues (excessive smearing, etc.).

To conclude their study, Shenoi et al. (2013) discussed that the accuracy of manoeuvring
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simulations could be enhanced by accounting for the free surface, especially for higher order

derivatives. However, their study did not include a grid dependence study. This would

indicate if the discrepancies with the data observed are the result of discretization errors,

or in fact of modelling errors.

To avoid reflection of the waves on the boundaries, numerical damping is required.

Gallagher et al. (2009) recommended the use of a body force term added to the Navier-Stokes

equations to dampen the waves away from the model. A similar result can be achieved

by aggressively coarsening the mesh near the boundaries (ITTC, 2017); although this

approach is easier to implement, reflections can occur inside the domain if the coarsening

is too aggressive.

2.5 Turbulence Closure

Turbulence closure provides perhaps the most important choice in CFD simulations. As

discretization and iterative errors can be estimated and controlled, one of the remaining

unknown is the choice of the turbulence model. The literature describing the differences

between models is vast, see Pope (2001) and Wilcox (1993). The choice of turbulence

model is a flow-specific problem. In their guidelines for the application of CFD in marine

hydrodynamics, Gallagher et al. (2009) recommended investigating the turbulence model

sensitivity of the simulation, as one would do with the mesh size. The ITTC (2011)

guidelines for ship CFD applications give an overview of the turbulence model used in

ship hydrodynamics, with the k-ω being the preferred choice for both steady and unsteady

marine applications.

Linear turbulence viscosity model such as Spalart-Allmaras, k-ε and k-ω are mostly

used. Turnock et al. (2008), Duman and Bal (2016) and Simonsen et al. (2012) all used

the shear stress transport formulation of the the k-ω model (SST ) proposed by Menter

(1994) which blends a standard k-ε model used in the free-flow with a k-ω model in the

boundary layer (it also uses a new formulation of the eddy viscosity). This allows the

sensitivity to the turbulent quantity at the inlet of the standard k-ω model to be removed

and increases the performance in predicting boundary layer separation compared to the

standard k-ε model. For simulations where separation is more likely to occur, Menter’s

formulation of the k-ω model can be expected to give more accurate results.

More advanced turbulence models are also used. For example, Toxopeus et al. (2013)

compared the results obtained from experimental flow measurements on the KVLCC2 with

results from numerical simulations using both linear (k-ω SST ) and non-linear (Explicit

Algebraic Stress Model (EASM)) turbulent viscosity models. The results showed that the

linear viscosity models can accurately predict the forces and moments, but differences are

present in the details of the flow (i.e. vortex core strength).

Abdel-Maksoud et al. (2015) compared PIV wind tunnel results for the same ship at a
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Table 2.1: Range of benchmark data from NMRI for the KVLCC2.

Test Fr [-] β [◦] y0 [m] γ [-] T [s]

Static Drift 0.142 ±16 - - -

Pure Sway 0.142 - 0.2026 0 6 - 12

Pure Yaw 0.142 - varies 0.4 6 - 12

drift angle of 30◦ to numerical simulations using different turbulence models and numerical

methods, such as delayed detached eddy simulation (DDES) or large eddy simulation

(LES). While better insight of the flow field is gained by resolving more of the turbulent

energy spectrum, such methods do not result in practically significant improvement in

ship manoeuvring predictions.

2.6 Verification and Validation

To assess the accuracy of a numerical prediction, verification and validation (V&V) is

required. To address this, Stern et al. (2001) proposed a method to assess the numerical

uncertainty in CFD simulations for marine applications. The method relies on a mesh

sensitivity approach to estimate the discretization error. The validation of the simulations

performed relies on extensive model test data. For the 2014 SIMMAN workshop, three

ships were extensively tested by different contributors, and the results published, as shown

in table 1.1.

Experimental data for both the KVLCC2 and the DTMB-5415 is widely available,

both for bare hull and appended models. For this study, the KVLCC2 is preferred, as

it features a more conventional and simpler hull shape (no sonar dome). In addition, for

SIMMAN 2019, the DTMB-5415 model will be replaced, whereas the KVLCC2 will be

kept. The National Maritime Research Institute (NMRI) provides raw force measurements

dor static drift and PM simulations vis the SIMMAN (2014) workshop; this data was used

for the validation.

2.7 Conclusion on Background

This survey of the literature highlighted the most common practices and strategies used

in numerical ship manoeuvring. While rotating arm tests become attractive numerically,

some difficulties associated with the domain and boundary conditions required make them

less compelling than static drift simulations. Static drift simulations are also more similar

to PMM simulations, in the sense that the domain and mesh will share some similarities.

Another issue if how the CFD software deals with rotating frame of reference, this might
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not be available in all commercial code, it is therefore easier to replicate static drift tests.

Some of the studies presented previously relied on the double body approach to

limit computational cost, however, few undertakers pointed out the limitations of such

approaches. It seems appropriate to capture the free surface in this study, using the

VOF method, to gain more physical fidelity. Regarding turbulence closure, the k-ω SST

turbulence model is the most widely used, it is therefore the obvious choice as the standard

model for this investigation.

Regarding the software package, Star-CCM+, is by far the most utilized commercial

CFD package and is therefore an obvious choice. Finally, the overset mesh method is

preferred to morphing as it is aimed to simulate PMM in pure yaw for this study and it

is not clear if morphing can cope with such deformation.
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Chapter 3

Mathematical Model

This chapter provides the background theory used in the numerical simulation of ship

manoeuvring used throughout this thesis. The coordinate system and the governing

equations of ship manoeuvring are introduced. Then, the static drift and planar motion

mechanism motions are described. Finally, the governing equations of viscous flow are

presented.

3.1 Coordinate System and Nomenclature

Two different coordinate systems are used in ship manoeuvring. A ship-fixed coordinate

system (oxyz ), fixed to the hull at the origin (o) and a space-fixed (inertial) coordinate

system (OXYZ ). For consistency with the experimental data available, the origin for the

ship-fixed coordinate system is taken at midship, and not at the centre of gravity, for

all simulations presented herein. The motions of the ship-fixed coordinate system are

expressed relative to the space-fixed coordinate system.

Figure 3.1: Space and ship-fixed coordinate system. Adapted from Luo et al. (2016).
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In the ship-fixed coordinate system, x is pointing forward, y to starboard and z

downwards. The origin of the space-fixed coordinate system is usually taken as lying

on the undisturbed free surface. A positive yaw angle ψ is therefore defined as a clockwise

rotation of the ship in the space-fixed coordinate system. Similarly, a positive drift angle

β corresponds to the flow coming from starboard.

For captive model tests or numerical simulation of captive model tests, forces and

moments are expressed in the ship-fixed coordinate system. They are made nondimensional

following the notation introduced in the Dimensionless Quantities.

3.2 Equations of Motion

Considering only 3 degrees of freedom, the equations of free-motion in surge, sway and

yaw for a body whose axis coincide with the principal axis of symmetry are (see Lewis

(1989) for the complete derivation)

X = m(u̇− rv − xGr
2)

Y = m(v̇ + ru+ xGṙ)

N = Iz ṙ +mxG(v̇ + ru) ,

(3.1)

where use of r ≡ ψ̇ and ṙ ≡ ψ̈ has been made. The terms on the left hand side represent

the hydrodynamic forces and moments. Under the assumptions of small disturbances,

they can be expanded as a first order Tylor series with kinematic parameters

X

Y

N

 = f(u, v, r, u̇, v̇, ṙ) . (3.2)

After simplification and linearization with considerations such as ship symmetry, constant

forward speed, etc. the symmetric and antisymmetric fluid action can be combined with

equation 3.1 to yield

−Xu(u− U) + (m−Xu̇)u̇ = 0

Yvv + (Yv̇ −m)v̇ + (Yr −mu)r + (Yṙ −mxG)ṙ = 0

Nvv + (Nv̇ −mxG)v̇ + (Nr −mxGu)r + (Nṙ − Izz)ṙ = 0 ,

(3.3)

where Xu, Yv, Nv, Yr, Nr, Xv̇, Yv̇, Nv̇, Yṙ, Nṙ are the so-called slow motion derivatives,

m is the mass of the ship, Izz is the moment of inertia in yaw and xG is the distance from

the centre of gravity to the origin of ship-fixed coordinate system, see figure 3.1. They

account for centrifugal and inertial effects due to the origin of the ship-fixed coordinate

system not being on the centre of gravity of the ship.
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3.2.1 Static Drift

For ship is towed at a constant drift angle β and zero yaw rate r, the sway velocity can

be expressed as

v = −U0 sinβ , (3.4)

and thus there is no accelerations (v̇ = ṙ = 0). The equations of motion simplify to:

Y = Yvv

N = Nvv ,
(3.5)

where the hydrodynamic forces are only a function of the sway velocity. Measurement

of the sway force and yaw moment for a range of sway velocities allow the manoeuvring

derivative to be extracted by recording the gradient at the origin.

3.2.2 Planar Motion Mechanism in Pure Sway

For pure sway tests, under sinusoidal excitation, the transverse motion of the ship, expressed

in the earth fixed coordinate system is given by, see Temarel (2017),

y(t) = −y0 sin (ωt) v(t) = −y0ω cos (ωt) v̇(t) = y0ω
2 sin (ωt) , (3.6)

where y0 is the sway amplitude, and ω is the sway angular velocity. The motion is imposed

such that the resulting angular velocity and acceleration are zero (r = ṙ = 0) and the

equations of motion simplify to

Y = Ỹvv + Ỹv̇v̇

N = Ñvv + Ñv̇v̇ ,
(3.7)

implying that the hydrodynamic sway force and yaw moment are solely function of the

sway velocity and acceleration. The coefficients Ỹv, Ỹv̇, etc., are the frequency dependent

oscillatory coefficients. In the limit of infinitely small frequency of oscillations, they become

the slow motion derivatives, for example for Ỹv,

lim
ω→0

Ỹv = Yv . (3.8)

The coefficients are obtained by measuring the in-phase components (proportional to v̇)

and the out-of-phase (proportional to v) components of the force and moment.

Throughout this thesis, when referring to frequency independent coefficients, the term

slow motion derivatives will be employed, the use of oscillatory coefficients will be made

to refer to frequency dependent coefficients and finally when both will be referred to, the

term manoeuvring derivatives will be employed.
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3.2.3 Planar Motion Mechanism in Pure Yaw

Pure yaw tests introduce an additional drift angle, so that the ship’s centreline is always

tangent to its path, resulting in zero sway velocity and accelerations (v = ˙v = 0) in the

ship-fixed coordinate system.

This is achieved by imposing a transverse displacement and a yaw angle in the earth-fixed

coordinate system. To express the resulting velocity in the ship-fixed coordinate system,

the transformation matrix T is used, see Temarel (2017),

T


U

v0

0

 =


u

v

0

 .
Assuming no heel and pitch (θ = φ = 0) the matrix simplifies to

T =


cosψ sinψ 0

− sinψ cosψ 0

0 0 1

 .
Thus in the ship-fixed coordinate system the surge and sway velocities are (ignoring heave)u

v

 =

 cosψU sinψv0

− sinψU cosψv0

 .
The condition that ensures that the sway velocity, and thus sway acceleration, is zero in

the ship-fixed coordinate system is

sinψU = cosψv0 , (3.9)

where the sway velocity has the form

v0 = −y0ω cos (ωt) . (3.10)

Substitution of the previous equation in equation 3.9 gives the yaw angle

ψ = tan−1

(−y0ω

U
cos (ωt)

)
, (3.11)

which is more commonly expressed as

ψ ≈ tan−1

(−y0ω

U

)
cos (ωt) = ψ0 cos (ωt) . (3.12)
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The linear equations of motion therefore simplify to

Y = Ỹrr + Ỹṙṙ

N = Ñrr + Ñṙṙ ,
(3.13)

implying that the hydrodynamic sway force and yaw moment are solely function of the

yaw rate and acceleration. The oscillatory coefficients are then obtained by measuring

the in-phase components (proportional to ṙ) and the out-of-phase (proportional to r)

components of the force and moment.

3.2.4 Rudder Contribution

The manoeuvring derivatives obtained for the hull with rudder can be decomposed in

contribution of the undeflected rudder and the bare hull, taking the static drift as an

example,

Y ′v =R Y
′
v +BH Y ′v

N ′v =R N
′
v +BH N ′v ,

(3.14)

where the subscripts R and BH represent the rudder and bare hull contributions, respectively.

This assumes that there is no contribution to the acceleration dependent derivatives from

the rudder. Similar expressions can be developed for the PMM case.

3.3 Viscous Flow

The motion of an incompressible Newtonian fluid is governed by the continuity and the

Navier-Stokes equations, describing the conservation of mass and momentum, respectively.

Note that for an incompressible flow, where the expected temperature changes are minimal,

the energy conservation equation is de-coupled from the continuity equation and can be

safely ignored. In a Cartesian coordinate system the continuity equation is

∂ũi
∂xi

= 0. (3.15)

And the conservation of momentum, in non-conservative form

ρ

[
∂ũi
∂t

+ uj
∂ũi
∂xj

]
= − ∂p̃

∂xi
+ µ

∂2ũi
∂x2

j

, (3.16)

where ũi represents the instantaneous ith component of the velocity field and p̃ the

instantaneous pressure field (Einstein’s summation convention has been employed).

The Reynolds-Averaged Navier-Stokes equations are obtained by performing Reynolds
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decomposition of the instantaneous quantities φ̃ into a mean, φ and a fluctuating part φ′

φ̃ = φ+ φ′ . (3.17)

Therefore, the Reynolds-Average continuity and Navier-Stokes (RANS) equations are

given by:
∂ui
∂xi

= 0 (3.18)

ρ

[
∂ui
∂t

+ uj
∂ui
∂xj

]
= − ∂p

∂xi
+ µ

∂2ui
∂x2

j

− ρ ∂

∂xj
u′iu
′
j . (3.19)

The appearance of the last term on the right-hand side, called Reynolds stresses, require

additional equations to close the system. This is achieved using turbulence models.

3.4 Turbulence Closure

To provide closure to the RANS equations, the Reynolds stresses have to be determined.

The most common approach is to use the Boussinesq hypothesis, which relates the Reynolds

stresses to the mean flow strain-rate (in a similar way as Newton’s law of viscosity) with the

eddy/turbulent viscosity µt used as a constant of proportionality. For an incompressible

flow, it reads

τij = −ρu′iu′j = 2µtSij −
2

3
ρkδij , (3.20)

where Sij is the mean strain-rate tensor, k the kinetic energy of the turbulent fluctuation

and δij is the Kronecker delta. Many different turbulence models can be used, the most

common being the two-equation models, the k-ε and k-ω family, see 2.5. From the

literature survey, it was determined that the Shear Stress Transport version (Menter, 1994)

of the k-ω turbulence model was mostly used in ship manoeuvring, both for steady and

unsteady simulations. This is due to its ability to better capture flow separation compared

to the k-ε family, as well as being less sensitive to the turbulent quantities at the inlet

than the standard k-ω. It is also more stable than the k-ε but is more computationally

demanding.

This particular formulation of the k-ω turbulence model is available in Star-CCM+

(Siemens, 2017) and used for all simulations throughout this thesis, unless otherwise stated.

It solves two transport equations, one for the turbulent kinetic energy k

Dk

Dt
= τij

∂ui
∂xj
− β?ρωk +

∂

∂xj

[
(µ+ σk1µt)

∂k

∂xj

]
, (3.21)
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and one for the specific dissipation rate, ω,

Dρω

Dt
=
γ

νt
τij
∂ui
∂xj
− βρω2 +

∂

∂xj

[
(µ+ σωµt)

∂ω

∂xj

]
+ 2ρ(1− F1)σω2

1

ω

∂k

∂xj

∂ω

∂xj
,

(3.22)

where τij is the Reynold’s stress tensor. A blending function, F1 , is used to calculates

the new model constants φ from the constant φ1 and φ2 depending on the wall distance

φ = F1φ1 + (1− F1)φ2 . (3.23)

The constant of set φ1 are for the k-ω SST model

κ = 0.41 β? = 0.09 β1 = 0.0750 σk1 = 0.85

σω1 = 0.5 a1 = 0.31 γ1 = β1/β
? − σω1κ

2/
√
β? .

The constant of set φ2 are the same as for a standard k-ε model. For the full description

of all the other constants and functions used with the k-ω turbulence model, refer to

appendix B.1.

3.5 Volume of Fluid

The Volume of Fluid (VOF) approach as proposed in Hirt and Nichols (1981) is used to

capture the free surface. It defines a transport equation for the evolution of the volume

fraction of fluid αi = Vi/V
∂αi
∂t

+ ui
∂αi
∂xi

= 0 , (3.24)

with constrain
n∑
i=1

αi = 1 . (3.25)

The volume function is tracked in every cell of the domain, cells with values of αi = 0 are

called empty, cells with values of 1 are full and when 0 < αi < 1, there is a fluid interface

in the cell.

The two fluids are considered as a single effective fluid whose properties vary according

to the volume fraction of individual fluid cells

ρ = ρ1αi + ρ2(1− αi) µ = µ1αi + µ2(1− αi) . (3.26)

Thus the continuity and Navier-Stokes equations are solved for the effective fluid, and

the interface is simply defined as the location where rapid changes in fluid properties are

observed (Ferziger and Peric, 2012).
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To avoid the smearing at the free surface resulting from the discretization of the

convective term in the transport equation when using standard schemes, high-order schemes

are often used. For example, the High Resolution Interface Capturing method (HRIC)

(Muzaferija, 1998) or the Compressive Interface Capturing Scheme for Arbitrary Meshes

(CICSAM)(Ubbink and Issa, 1999).
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Chapter 4

Methodology

This chapter details the methodology used to set-up the static drift and planar motion

mechanism simulations. First, the static drift simulations are introduced, the domain and

mesh generation processes and the numerical solutions are detailed. Similar explanations

are then provided for the planar motion mechanism simulations. Finally, the verification

and validation procedure is presented.

All numerical simulations were undertaken using CD-Adapco’s Star-CCM+ version

12.04.11. using double precision. Static drift simulations were undertaken on the Lyceum 2

student cluster at the University of Southampton, while the PMM simulations used the

IRIDIS 4 supercomputer.

4.1 Static Drift Simulations

Static drift simulations consist of measuring sway force and yaw moment for different sway

velocities. This is achieved by towing the model at different drift angles and constant

forward speed (Fr = 0.142). The drift angles considered are based on the available

experimental data and are: -16◦, -8◦, -4◦, 0◦, 4◦, 8◦, 16◦.

4.1.1 Domain

To solve the flow around the ship, a proper domain is required. Its size will govern the

number of cells used and thus the computational time.

For manoeuvring simulations, the ITTC (2017) recommend using 3-5 ship lengths in

the longitudinal direction, 2-3 ship lengths in the transverse direction and a ship length in

the vertical direction. Adequate refinements are required in areas of rapid flow changes,

i.e. at the free surface, on the ship’s surface and in its wake. Because drift angles are

considered, the half-body approach cannot be used in ship manoeuvring.
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Figure 4.1: Computational domain for the static drift simulations. Note the mesh
refinement in way of the free surface and the two levels refinement for the Kelvin wave
pattern.

The domain was defined following the prior recommendations. The model hull file

(.igs) was provided by SIMMAN (2014). The final domain extends 1.5 lengths in front, 3

lengths behind the model, 2.5 model lengths are used in the transverse direction, and 1

model length in depth. The top boundary is placed 0.2 model length above the undisturbed

free surface. The domain dimensions are depicted in figure 4.1.

4.1.2 Mesh

Using the automatic mesh generation capability of Star-CCM+, an unstructured hexahedral

mesh of the whole domain was generated. This approach was chosen as it produces

better quality meshes than polyhedral or tetrahedral meshes, by providing more control

on the skewness and aspect-ratio of the cells. Unstructured hexahedral meshes are also

particularly attractive for free surface flows as the grid lines are running parallel to the

surface, rendering the capturing operation easier. The local refinements required are also

easily added.

Structured meshes are typically not used for ship manoeuvring as the computational

efficiency gained does not justify the additional pre-processing time required.

To minimise the number of cells in the simulations, a wall function approach was chosen

to model the boundary layer. This requires proper placement of the first cell on the model.

A y+ target value of 30 was chosen, in accordance with the wall function approach. An
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Figure 4.2: Bottom and profile view of the non-dimensional wall distance (y+) on the
KVLCC2 for the static drift simulation (β = 0◦, Fr = 0.142).

empirical method (see appendix C.1) was used to determine the first cell height based on

the expected Reynolds number of the simulation. This enabled a preliminary case to be

solved to adjust for this crude estimate. The final y+ on the ship is presented in figure 4.2.

The boundary layer mesh was achieved using a prism layer on the surface of the model.

This prism layer must also contain enough cells in the normal direction to properly

resolve the boundary layer. Typically, 10 cells are recommended (ITTC, 2017). Boundary

layer theory can be used to estimate the boundary layer depth based on flat-plates formula,

see appendix C.1. The growth rate and total thickness of the prism layer were thus adjusted

to match the required boundary layer depth, the number of cells in the normal direction

and first cell height (y+). This ensured that the wall approach requirements were respected

and that sufficient cells were used to model the boundary layer.

The Kelvin wake pattern is a distinctive feature of surface ships. To properly capture

it, a global free surface refinement was applied to the whole domain, clustering 10 cells in

the expected wave amplitude (calculated using empirical methods and later refined, see

appendix C.2). Two additional refinements were applied in the wake of the ship. A first

Kelvin wake refinement, extending 2 LPP downstream of the hull with an additional 5

cells in the expected wave height, and a finer Kelvin wake refinement, extending 1 LPP

downstream of the hull, and totalling 20 cells in the vertical direction, as recommended by

ITTC (2017). In addition to vertical refinements, horizontal refinements were also added

at the free surface. They were applied to achieve an aggressive grid coarsening on the

edge of the two Kelvin wake refinements to act as a wave damper. Again an empirical

method was used to determine the required longitudinal and transverse grid spacing, see

appendix C.2.

To capture the viscous wake generated by the ship, another refinement was applied

underwater, extending 1/2 LPP downstream of the ship. Finally, refinements were applied

on the bow and stern of the ship, as well as on the turn of the bilge, to capture the different
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Figure 4.3: Global view of the standard mesh refinements used for the static drift
simulations (β = 0◦, Fr = 0.142) together with details of the refinements around the
model.

bilge vortices generated. The final mesh is depicted in figure 4.3. The total cell count is

3.4 million. This mesh will be used as the standard mesh for all following simulations.

The mesh independence of the solution was tested, see section 4.3

To obtain the desired drift angle, the model was rotated inside the domain, with all

relevant mesh refinements. This ensured that the Kelvin and the viscous wake refinements

were adequately positioned downstream of the model regardless of the drift angle imposed.

A Star-CCM+ macro was written to automate the re-meshing process of the domain for

the different drift angles, see appendix C.8.

4.1.3 Numerical Solution

Many problems with a steady solution can be solved as unsteady problems until a steady

state solution is achieved. For ship hydrodynamics, both approaches are valid if the free

surface is not accounted for. However, when the free surface is modelled an unsteady

approach is required.

To reach a quasi-steady solution for the static drift simulations, the momentum and

continuity equations are solved using an Implicit Unsteady method, where the momentum
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equation is advanced in time using an implicit approach. The governing equations are

solved using the Segregated Flow solver. This solver uses the SIMPLE (Semi-Implicit

Method for Pressure Linked Equations) algorithm to obtain a solution to the momentum

and continuity equation at the next time-step (n+1). First, the new velocity field is

obtained by solving the linearised momentum equation at the present time-step, then,

to ensure that the velocity field is divergence-free (satisfies continuity), the velocity field

is corrected using a discrete Poisson equation for the pressure. The resulting velocity

field does not satisfy the momentum equation, the procedure is therefore repeated until

an acceptable level of convergence is obtained. These are called inner iterations. For a

thorough review of the SIMPLE scheme, see Ferziger and Peric (2012).

Careful considerations have to be made regarding the choice of time-step and inner

iterations. Shorter time-steps will require fewer inner iterations to maintain an acceptable

computational time while larger time-steps will lose some of the physics, especially as the

free surface is considered. A balance must be found.

Perhaps the best method to determine the correct time-step/inner iteration combination

is to use the Courant–Friedrichs–Lewy condition (CFL), which guarantees stability of

numerical schemes

CFL =
u∆t

∆x
≤ 1 . (4.1)

This can be used to determine the maximum time-step allowed for stability, knowing the

mesh size and flow velocity. With an average mesh size in the domain of 0.05 m, the

maximum time-step to achieve a Courant number below 1 is 0.06 s, with a model speed

of 0.76 m/s.

Within Star-CCM+, a High Resolution Interface Capturing scheme (HRIC) is used

at the free surface. This requires additional considerations for the time-step. Threshold

values of the local CFL (Cul and Cuu) are specified, below Cul , the HRIC scheme is used,

above Cuu , an upwind-difference (UD) scheme is used. A blending function is applied

for CFL values in-between. Convergence can be promoted by lowering the values of this

threshold which will use the UD sooner, this will however result in excessive numerical

dissipation at the free surface. For problems which have a steady-state solution, large

values are recommended, ensuring the HRIC scheme is used irrespectively of the time-step

selected (Siemens, 2017).

It is recommended (ITTC, 2011) that the simulation is progressed so that the wave

pattern can run around 10 ship lengths during the simulation. This results in a minimum

physical time of around 40 s. Upon analysis of preliminary simulations, it was determined

that this time was not long enough to obtain converged results, see figure 4.5. A physical

time of 100 s is therefore chosen for the static drift simulations. This allows the last

10 s to be time-averaged to obtain the forces and moments. With this physical time,
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Figure 4.4: CFL number at the free surface for the static drift simulation (β = 8◦,
Fr = 0.142). Note that close to the ship the CFL cannot be kept to the desired values
due to the size of the cells, viewed from above.

the chosen time-step is 0.05 s, with 10 inner iterations, for a total of 20 000 iterations

per simulation (∼300 CPU hours). This time-step also respects the requirements for the

Courant number. To ensure that the HRIC scheme is used at the free surface, the threshold

values are increased to 5 and 10 for Cul and Cuu , respectively. The time-step sensitivity

of the solution was examined, see section 5.1. All solver parameters used are presented in

table 4.1.

Under-relaxation factors are used to multiply the velocity field obtained at the end of

a time-step to initialize the computation of a new time-step. Following recommendations

from Siemens (2017) regarding batch jobs, the default under-relaxation factors were used.

4.1.4 Boundary Conditions

To capture the viscous stresses on the ship, the no-slip condition was applied. An all y+

wall treatment approach was used to resolve the boundary layer (appropriate with the

use of the k-ω SST turbulence model). In this method, the velocity profile is expressed

as a blended function between the log-law and the resolved velocity profile, depending on

the local y+ value. This approach is particularly attractive in this case as it is difficult to

achieve a uniform y+ on the model, see figure 4.2. No roughness corrections were applied.

The default turbulent quantities at the inlet were used, this corresponds to a low level

of background turbulence in the flow. For manoeuvring tests in a towing tank, those

values are not expected to be large. Moreover, the formulation of the k-ω turbulent

model used has a low sensitivity to the turbulent inlet quantities (this is the reason for

its development). The shear stress specification on the walls of the tank and the deck of

the model were set to the slip condition. Table 4.2 summarizes all the different boundary

conditions used.

The kinematic boundary condition is not applied directly to the free surface. However,
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Table 4.1: Implicit unsteady and segregated solver parameters for the static drift
simulations.

Property Value Comment

Time-step 0.05s Sensitivity examined

Inner iteration 10

Temporal discretization 2nd order upwind

Convective discretization 2nd order upwind

Cul 5.0

Cuu 10.0

URFvelocity 0.8 default

URFpressure 0.2 default

URFSF 0.9 default

URFk−ω 0.8 default

URFµt 1.0 default
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Figure 4.5: Time-history of the sway force and yaw moment during a static drift
simulation using the standard mesh, (β = 8◦, Fr = 0.142).
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Table 4.2: Boundary conditions for the static drift simulations.

Boundary Quantity Value

Inlet -Turbulence Intensity 0.01

-Turbulent Viscosity Ratio 10.0

-Velocity Wave1

-Volume Fraction Wave1

Outlet -Turbulence Intensity 0.01

-Turbulent Viscosity Ratio 10.0

-Pressure Wave1

-Volume Fraction Wave1

Hull -Shear Stress No-Slip

Deck -Shear Stress Slip

Tank Walls -Shear Stress Slip

1 Star-CCM+ uses flat-water waves when using the VOF model to
specify the velocity, hydrostatic pressure and volume fraction at
the boundaries.

the solution to the VOF implies that it is satisfied (it also implicitly satisfies the dynamic

boundary condition)(Ferziger and Peric, 2012).

4.1.5 Additional Investigations

Additional investigations have been undertaken, namely the double-body approach, and

a method where the speed of the model was altered to obtain the desired sway velocity

(as opposed to changing the drift angle).

The double-body approach was used to investigate the influence of modelling the free

surface. The domain was cut at the free surface and the symmetric boundary condition

applied to the newly created boundary. The mesh refinements were kept the same as

in the standard simulations, except for the free surface refinements, which were omitted.

The viscous wake refinement was enlarged to provide an additional global refinement

around the hull and in the wake of the model. A steady approach was used to solve the

simulation, with a total of 5000 iterations (iterative convergence was observed after 1000).

The resulting cell count was 2.71 M.

The second investigation used the standard mesh (generated for a drift β = 8◦) but

adjusted the forward speed of the model such that the resulting sway velocity matched that

of the static drift test at β = 4◦. No adjustment to the standard mesh, solver parameters,

etc., were made.

The influence of the rudder was also considered. To reduce the number of simulations

required, only the undeflected condition was considered. The rudder geometry was also
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simplified, instead of featuring a rudder horn, the profile was extended to the surface of

the hull, thus creating a larger rudder but greatly simplifying the mesh. The rudder uses

a standard NACA 0018 section. The geometry, as well as its position on the model, are

available from SIMMAN (2014). The addition of the rudder increased the cell count by

0.1 M based on the standard mesh. The solver parameters, turbulence closure, etc., are

equivalent to the standard simulation described previously. The drift angles considered

are limited to 16, 8, 4 and 0 degrees. The excellent symmetry obtained for the bare hull

simulations comforted the author in the adequacy of this choice.

4.2 Planar Motion Mechanism Simulations

Preliminary PMM simulations showed instabilities in the form of oscillations on the free

surface. The exact cause of those instabilities could be threefold; the free surface was

not exactly aligned with gridlines, the solution initialisation, and especially the motion,

caused waves to be generated and those waves reflected against the walls, or finally, the

non-conservatism of overset interpolation caused the solution to be unstable.

A release and ramp time were applied to try to mitigate those effects but because they

only delay the computation of the forces on the model and not the start of the motion,

no improvements were observed. The wave damping function proposed by Choi and Yoon

(2009) was also used to try to reduce the oscillations but without great success.

The method which provided the best results was to simulate a straight-ahead tow,

without imposing any motion, until the solution had settled (L2 norm in the pressure

change below 5.0× 10−4, see section 4.3), and then using the results obtained to initialize

the PMM simulations. This completely removed the oscillations on the free surface

(see appendix C.7), as well as helping the solution reach an harmonic state quicker, see

figure 4.6. This approach was adopted to set-up all PMM simulations.

4.2.1 Domain

The domain size used for the planar motion mechanism simulations was the same as for

the static drift simulations, with the addition of the overset, which is described in the next

section, see figure 4.7.

4.2.2 Overset Mesh

Overset meshes are used to discretize a domain where different meshes overlap. In this

case, it allows a part of the mesh, the overset, to move inside the background domain.

During the overset process, a hole in the background mesh is created using the overset.

The resulting cells are then grouped in the following categories; (1) inactive, (0) active,

(-1) acceptor and (-2) acceptor used as a donor.
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Figure 4.6: Sway force and yaw moment for the initialized solution ( ) and the
non-initialized solution ( ) for the PMM in pure sway (T = 12s, y0 = 0.2026m). Time
t = 0 corresponds to the start of the imposed motion.

In the active cells, the governing equations are solved, the inactive cells are the result

of the hole cutting process and no equation is solved in them. The acceptor cells are

used to couple the solution between the overset and the background mesh. Finally, donor

cells are cells in the background in contact with the overset used for the interpolation, see

Siemens (2017).

The overset mesh topology is similar to the mesh used for the static drift simulations,

in addition, an overset part is created. This consists of a block containing the model and

the desired refinements (the same prism layer was used to achieve the desired y+ value,

as well as the same free surface refinements). This block is then placed in the background

mesh. An overlap refinement has to be created where the overset is expected to move in

the background mesh. Care has to be taken in ensuring that the cells of the overset and

the overlap are of similar size.

4.2.3 Numerical Solution

Planar motion mechanism simulations require an unsteady approach to solve them. As in

the static drift simulation, an implicit unsteady approach is used with the segregated flow

solver.

The number of time-steps per oscillatory period used in the literature varies drastically

for PMM simulations, from 300 to 6000 for free surface simulations. Oldfield et al. (2015)

estimated that 2800 time-steps per oscillation gave acceptable temporal discretization

errors for the DTMB-5415. The chosen time-step is therefore 0.005 s, for a total of 2400

time-steps per period of oscillation. In addition, the overset mesh approach requires a
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Figure 4.7: Overall view of the domain used for the PMM simulations.

maximum displacement of half a cell per time-step (using 2nd order temporal discretization).

With an average cell size at the interface of 0.02 m, and a maximum velocity of 0.25 m/s

this criterion is easily achieved. Table 4.3 summarises the solver parameters.

4.2.4 Boundary Conditions

In addition to the boundary conditions on the domain itself, which are the same as the

boundary conditions for the static drift simulations, see table 4.2, an interface between

the overset and the background is created. This interface is used to provide the coupling

between the two regions, 4-5 cells are required on each side with the linear interpolation

used. With the use of linear interpolation, mass conservation is not strictly imposed at

the interface. This has an effect when the discreet Poisson equation is used to obtain the

divergence-free velocity field with the SIMPLE scheme. For external flow, this error is

minimal (0.1%, see Star CCM+ (2013)) and it is recommended not to correct it but can

have significant effects for internal flows. Two methods are proposed within Star-CCM+,

a source term and a flux correction term. Both have been used to try to improve

the instabilities described earlier. Use of the source term created waves at the overset

boundaries, generating unstable solutions and the flux correction term did not seem to

improve the results. For simplicity, no correction was applied at the overset interface,

additional informations is required to make an informed decision concerning the adequacy

of this choice, as of now the initialization described earlier seems to provide adequate

results.
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Table 4.3: Implicit unsteady and segregated solver parameters for the planar motion
mechanism simulations.

Property Value Comment

Time-step 0.005s 2400 time-step/oscillations

Inner iteration 20

6DOF solver 4 iterations

Temporal discretization 2nd order upwind

Convective discretization 2nd order upwind

Cul 5.0

Cuu 10.0

URFvelocity 0.8 default

URFpressure 0.2 default

URFSF 0.9 default

URFk−ω 0.8 default

URFµt 1.0 default

4.2.5 Motion

The motion for the PMM simulations can be obtained in two different ways in Star-CCM+,

the built-in PMM model can be used, or the motion can be imposed manually. The first

approach was initially used, but because the resulting motion did not correspond to the

specified motion period, the second approach was adopted.

In the same way as model tests, the motion and force computation was done at midship,

and not at the centre of gravity. Star-CCM+ allows the force and moment to be calculated

about any point, provided the mass of the model (m), the distance to the centre of gravity

to the origin of the motion (xG) and the inertia in yaw (Izz) are known. For the KVLCC2

this is readily available from experimental data, see table 1.2. As in the static drift

simulations, only 3 DOF were considered, roll, pitch and heave were ignored.

The motion is applied following the equations described in section 3.2.2 and 3.2.3. In

pure sway this does not pose any particular problem.

The pure yaw case is more complex. Starting from the straight-ahead position, the yaw

motion is first imposed, once the model has reached the correct drift angle the transverse

motion starts, see figure 4.8. Care has to be taken that an appropriate delay is introduced

between the start of the yaw and the transverse motion. The user-defined functions used

to impose the motions are presented in appendix C.3.
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Figure 4.8: Illustration of the imposed motion for the PMM in pure yaw (T = 12s,
Fr = 0.142) at three different times. At t = 0 s the yaw motion is imposed, at t = 3 s the
yaw angle is maximum and the sway motion is imposed, t = 4.5 s depicts the position of
the model, following the harmonic path. Viewed from above.

4.2.6 Additional Investigations

In addition, the sensitivity of the results to the turbulence model was investigated. The

Realizable k-ε model was compared to the standard model used, the k-ω SST for the PMM

in pure sway with a motion period of T = 12 s. The standard mesh described earlier for

the PMM simulation was adopted. All other solver parameters were not altered. The

motion was also initialized when the L2 Norm of the changes in pressure on the hull

surface dropped below 10−5.

Finally, the influence of the addition of an undeflected rudder was undertaken. The

same approach as in the static drift simulation was used to add the rudder to the PMM

simulations. All simulations were performed with the standard mesh (with the addition of

the rudder) and the k-ω SST turbulence model. The solver properties, motion initialization,

etc., followed the approach described previously.

4.3 Verification and Validation

The procedure proposed by Stern et al. (2001), which is also the ITTC preferred method

(ITTC, 2008), will be used throughout this thesis. The procedure aims at estimating the

numerical uncertainties, and once those uncertainties have been determined, benchmark

data is used to validate the results.

The numerical error can be defined as consisting of round-off, iterative and discretization

errors. The use of a double precision1 flow solver ensures that the round-off errors are

1numbers are stored with 16 decimals
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negligible compared to the other sources of errors. Therefore, the numerical uncertainty

of the solution are

U2
SN = U2

I + U2
G . (4.2)

The iterative uncertainty UI arises from the imbalance in the numerical solution to the

governing equations, often referred to as residuals. The grid uncertainty UG is due to the

discretization of the governing equations.

To assess the iterative convergence of a solution, the residuals of the momentum,

continuity and turbulence closure equations are monitored. For unsteady simulations,

they should converge to a reasonable value at each time-step. In addition to monitoring

residuals, iterative convergence can be assessed by monitoring global quantities, such as

the pressure and shear stress on the hull. The convergence of such quantities is of much

more interest than the actual value of the residuals when trying to assess the iterative

convergence of a numerical simulation. The L2 norm of change in pressure and shear stress

on the hull is used to assess the iterative convergence of the simulations, as described in

Eça and Hoekstra (2006)

UI ≡ L2(∆φ) =

√∑NP
i=1(|∆φi|)2

NP
. (4.3)

Where the variable change between consecutive iterations is used

∆φi = φn − φn−1 . (4.4)

A typical plot of convergence of the L2 norm of the pressure and shear stress on the hull

is shown on figure 4.9. Shear stress typically converges much faster than pressure, this is

the main reason for using the pressure as a way of estimating convergence.

In estimating the grid uncertainty of a simulation, the solution on multiple meshes is

required. For unsteady simulations the iterative convergence cannot be guaranteed to be

the same for the different meshes. The numerical error therefore needs to be corrected,

Ŝkm = Skm − δ∗Ikm , (4.5)

where δ∗Ikm is the iterative error and must be accurately estimated or negligible. Having

corrected the iterative error, the solution changes between the different meshes are

ε21 = Ŝk2 − Ŝk1 ε32 = Ŝk3 − Ŝk2 , (4.6)

where Ŝk1, Ŝk2 and Ŝk3 are the corrected results for the fine, standard and coarse mesh,
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Figure 4.9: Convergence of the L2 norm of the pressure and shear stress on the hull for
the static drift simulation for the standard mesh (β = 8◦, Fr = 0.142). The shear stress
converges to 1.42× 10−6 whereas the pressure converges to 7.11× 10−5.

respectively. The convergence of the solution is estimated as

RG =
ε21

ε32
. (4.7)

The solution is said to monotonically converge if 0 < RG < 1, oscillatory converge if

RG < 0 and diverge if RG > 1. For monotonic convergence, generalized Richardson

Extrapolation (RE) can be used to determine the apparent order of convergence, p and

the grid convergence index (GCI), as proposed in Celik et al. (2008),

p =
| ln ε32

ε21
|

ln(r21)
+ q(p)

q(p) = ln

(
rp21 − s
rp32 − s

)
s = 1 · sgn(ε32/ε21) .

(4.8)

Note that for r21 = r32, we have q = 0 and the procedure becomes the exact same as the

one described in Stern et al. (2001). The advantage of the method described herein is that

it can be applied to meshes with non-uniform refinement ratios r21 6= r32. Finally, the

grid convergence index of the fine mesh is estimated

UG ≡ GCI21
fine =

1.25 · e21
a

rp21 − 1
, (4.9)

where e21
a is the approximate relative error and the factor of 1.25 accounts for the confidence

in this prediction. See Celik et al. (2008) for the full description of the procedure. Similar
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expressions can be derived to obtain GCI21
standard, to express the grid convergence index

for the standard mesh. This is also equal to the grid uncertainty (UG) defined earlier.

Thus, the numerical uncertainty can be estimated using equation 4.2. Validation is then

performed by comparing the validation uncertainty

UV =
√
U2
D + U2

SN , (4.10)

to the magnitude of the comparison error, |E|,

E = D − S , (4.11)

where D is the experimental result and S is the simulation result. The simulations are

validated if |E| < UV . The uncertainty of the experimental data, UD, can be estimated

following ITTC (2014).

For oscillatory convergence Richardson extrapolation cannot be used, the results for

more than three meshes are required to determine the upper (SU ) and lower (SL) bound

of the oscillation of the solution and thus the grid uncertainty

UG =
1

2
(SU − SL) . (4.12)

For divergence, improvements to the solution have to be made, i.e. iterative convergence,

grid quality, modelling strategies, etc.
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Chapter 5

Static Drift Simulations

This chapter exposes the results obtained for the static drift simulations. The results of

the verification and validation process are presented. The sensitivity of the solution to

the time-step and turbulence model is detailed. Finally, the slow motion derivatives are

presented and discussed.

5.1 Verification and Validation

To ensure that the complexity of the flow is fully accounted for, the procedure was

undertaken for a drift angle β = 8◦ and Fr = 0.142. Three meshes were produced to

determine the iterative and discretization errors. A systematic refinement and coarsening

were applied to the standard mesh described in section 4.1.2. To respect the requirements

of the wall function approach, the prism layer on the surface of the hull was not altered.

The global refinement in way of the hull and in the viscous wake, as well as the Kelvin

wake were adjusted to achieve a mesh refinement ratio of 1.75.

5.1.1 Global Quantities

Results are presented for three meshes with cells count of 1.99, 3.4 and 6.3 millions for

the coarse mesh (N3), standard mesh (N2) and the fine mesh (N1), respectively. This

corresponds to refinement ratios of r21 = 1.85 and r32 = 1.7. The time-step and inner

iteration used for the standard mesh were not altered (see table 4.1).

Convergence of the L2 Norm of pressure change on the model for the three meshes

is exposed in table 5.1. Good agreement is obtained for all the meshes considered, the

largest difference is obtained for the fine mesh. For all three meshes, the values of iterative

uncertainty are well below expected grid uncertainty and can therefore be safely neglected

when calculating the corrected numerical solution (equation 4.5). This greatly simplifies

the calculation of the grid uncertainty without losses of accuracy. Iterative uncertainty
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is expressed as a percentage of the total pressure force (%S) on that particular mesh. It

should be noted that values of convergence of the shear stress on the hull are at least an

order of magnitude below the pressure for all the meshes considered.

Table 5.1: L2 norm of the change between iterations for the different meshes (β = 8◦,
Fr = 0.142).

Mesh Cells (×106) L2 norm Pressure UI %S

Fine (N1) 6.3 6.73× 10−5 0.006

Standard (N2) 3.4 7.10× 10−5 0.007

Coarse (N3) 1.99 7.24× 10−5 0.007

Surge force (X), sway force (Y ) and yaw moment (N) used for the grid convergence

study were obtained by time-averaging the last 10 s of the time record of the forces and

moment obtained from the CFD simulations. The results are presented in table 5.2.

Monotonic convergence is achieved for all the global variables considered, implying that

all meshes are in the asymptotic range. This is better observed on figure 5.1. Richardson

extrapolation can therefore be used to determine the extrapolated value (Ŝ21
ext), the order

of convergence and the grid convergence index (GCI).

Extrapolated values, representing the solution on an infinitely refined mesh, is in good

agreement with the values of the variable obtained on the different meshes, with the largest

variation being 2.04%.

The theoretical order of converge of the numerical scheme used is second-order accurate.

This means that the solution should converge at this rate with increased mesh density,

however, when a mesh is refined, the physics captured change to a certain extent, increasing

the convergence rate of the solution. Large variations of the apparent order of convergence

are obtained for the different variables. The surge force shows the best agreement with

the theoretical value of 2, while the yaw moment shows an apparent order 6 times greater.

The grid convergence index (GCI) is used as an estimate of the gird uncertainties (UG).

Very small values are achieved for all variables considered, with an extremely small value

for the yaw moment.

The results from the grid convergence study can be used to determine the numerical

uncertainties and therefore validate the simulation using the benchmark data. There is

no experimental data for uncertainty analysis for the bare hull in static drift, only for the

hull fitted with a propeller and rudder and at a drift angle of β = 12◦. It is however

believed that the uncertainty obtained during this test should be similar to that of a bare

hull static drift tests. The procedure described in ITTC (2014) was used to determine

the experimental uncertainties. No additional considerations for measurement devices

uncertainties have been made.
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Table 5.2: Grid convergence study for the static drift simulations (β = 8◦, Fr = 0.142).

X (N) Y (N) N (Nm)

Ŝk1 (Fine) -3.111 5.512 8.860

Ŝk2 (Standard) -3.094 5.502 8.8544

Ŝk3 (Coarse) -3.065 5.483 8.8540

Convergence1 M M M

p (apparent order) 3.31 4.13 12.13

Ŝ21
ext -3.129 5.519 8.861

e21
a 0.55 0.18 0.07

e21
ext 0.56 0.14 0.01

GCI21
standard 1.41 0.4 0.0074

1 M: monotonic convergence, O: oscillatory convergence, D:
divergence
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Figure 5.1: Relative error in the force and moment prediction for the different meshes
with respect to the etrapolated value Ŝ21

ext.
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The validation uncertainty of the sway force, determined using equation 4.2 is

UV =
√
U2
SN + U2

D = 0.1918 = 2.75%D , (5.1)

with UD presented in appendix C.4. The comparison error E for the sway force at β = 8◦

is

E = D − S = 6.4129− 5.5024 = 0.9105 = 14.19%D , (5.2)

such that the sway force is not validated, as |E| > UV . Similarly, the yaw moment is

not validated, with a validation uncertainty UV = 0.56%D and a comparison error of

E = 7.25%D. Both sway force and yaw moment show very good validation uncertainty,

this is because of the very low grid convergence index and thus UG obtained, as well as the

good repeatability of the experiments. The comparison error being positive means that

the CFD results under-predict the experimental data. Validation is also not performed at

drift angles of β = 4◦, assuming a validation uncertainty of similar order.

On a side note, comparison of the total drag coefficient, CT = X/1
2ρU

2A (surge

force for β = 0) can be made with numerical results obtained during the Gothenburg

2000 workshop (Larsson et al., 2003). The value obtained from the CFD of the present

study overestimates CT by 9.2% compared to the mean of the CFD results presented

therein. The standard variation found during this workshop was 5.2%. The total drag

coefficient found is still within the maximum and minimum range of values obtained from

the different investigators, despite being larger than the standard variation. This value,

however, corresponds to an average of simulations mostly not accounting for the free

surface. Despite the simulations not aimed at resistance prediction, it is able to yield

acceptable results of drag coefficients compared to other numerical predictions.

Temporal Sensitivity

The temporal sensitivity study was performed on the standard mesh by doubling and

halving the time-step and the number of inner iterations. This was done to keep the

total number of iterations, and thus the simulation time the same. It should be noted

that for the time-step of 0.025s the number of inner iterations was not halved, as this

would have resulted in very few iterations at each time-step, it was reduced to 7 inner

iterations. The L2 norm of the change in pressure on the hull between two iterations is

used as verification for the temporal sensitivity study in addition to the a comparison of

the forces obtained. The sway force and yaw moment obtained by varying the time-step

can be seen on figure 5.9 and 5.10, respectively.
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Figure 5.2: L2 norm of the pressure changes between consecutive iterations on the hull
for different time-step/inner iteration combinations. Results plotted every 10 points for
clarity.

Table 5.3: Temporal sensitivity study for the static drift simulations (β = 8◦, Fr =
0.142).

Time-step (s) Y (N) N (Nm) L2 Norm Pressure

0.1 5.5068 8.8710 1.009× 10−3

0.05 5.5024 8.8544 7.1016× 10−5

0.0025 5.4971 8.8490 5.1240× 10−5

The difference in iterative convergence with changes in time-steps can be seen on

figure 5.2. The two smallest time-steps resulted in values L2 Norm of pressure changes in

the order of 10−5, while the largest time-step resulted in values in the order of 10−3. It

also resulted in higher residuals as well as the free surface being not well captured (not

presented). Reducing further the time steps compared to the value used for the standard

simulations does not show large improvement, neither in the level of iterative convergence

achieved, nor in the magnitude of the force predicted. Despite the larger time-step showing

some discrepancies, the forces obtained are very similar, with the largest deviation being

0.18%, see table 5.3. The only influence that the time-step has is on the representation of

the free surface. The larger time-step results in the waves not being convected properly

in the grid. This is due to the Courant number at the free surface being to large and the

high dissipation of the scheme used in this case which will effectively dampen the waves.

This could be addressed by adjusting the CFL threshold to force the solver to use the

HRIC scheme, but this can lead to instabilities if the time-step is too large.
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Figure 5.3: Isocontours of the Q-criterion (value of 1.5 s−2) coloured with the normalized
helicity (Hn). (a) k-ω SST (b) Spalart-Allmaras (c) Realizable k-ε turbulence model
(β = 8◦, Fr = 0.142). Viewed from bellow.

Turbulence Closure Sensitivity

In addition to spatial and temporal sensitivity study, a turbulence closure sensitivity

study was undertaken. The results from the standard model used, the k-ω SST were

compared to another two-equation model, the Realizable k-ε and a one equation model,

the Spalart-Allmaras for the test case (β = 8◦, Fr = 0.142) the standard mesh was used,

as well as the standard time-step/inner iteration.

To visualize the vortical structure forming around the model, the Q-Criterion proposed

by Hunt et al. (1988) is used

Q =
1

2

(
||Ω̄||2 − ||S̄||2

)
> 0 , (5.3)
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where Ω is the rotation tensor and S is the strain-rate tensor. This criterion can be

colourized using the normalized helicity Hn (Degani et al., 1990)

Hn =
v · ω
|v||ω| , (5.4)

where ω is the vorticity and v the velocity vector. A positive unity value of the normalized

helicity therefore corresponds to an anticlockwise rotation of the flow.

Results for the forces are very similar for the two-equation models; however, differences

are present for the Spalart-Allamars, see figure 5.9 and 5.10. It is interesting to note that

the vortical structure of the model (as in ship model) is well captured by the three models,

see figure 5.3. The two two-equation models show very similar vortical structures, the

k-ε shows a larger fore-body bilge vortex compared to the k-ω SST, this vortex is also

not visible in the Spalart-Allmaras predictions (5.3b). The Spalart-Allmaras predictions

also show differences in the bow region of the model, where the vortical structures are

less defined. The discrepancies observed from the Spalart-Allamaras model could arise

from the two-layer wall treatment used, combined with a mesh with a y+ not completely

adequate for this model (this model can be applied with wall functions).

The inability of the Spalart-Allmaras model to correctly predict the surge force arise

from its computation of the shear stress on the hull, which is greatly underpredicted

compared to the two-equations models, especially in the bow region, see figure 5.4. Because

the shear stress is the major contributor to the surge force, correctly predicting it is critical;

however, this is not as important for the sway force and yaw moment which are mostly

driven by pressure forces. The L2 norm of pressure and shear is of the same order of

magnitude for the three models, this would indicate that iterative convergence is not

dependent on the choice of the turbulence model.

5.1.2 Local Flow Quantities

In addition to the global quantities treated in the previous section, local quantities such

as the wave pattern or the nominal wake can be validated with experimental or numerical

data available for the KVLCC2 (Kim et al., 2001; Kume et al., 2006).

To validate the free surface capturing method, as well as the grid topology used for

this purpose, the wave pattern obtained from the CFD can be compared to wave pattern

measurements, see figure 5.5. The KVLCC2 features a particular type of wave pattern,

most of it is formed by the bow wave and very few waves are generated at the transom. This

is very well captured by the CFD, with the bow wave being very similar to experimental

measurements. The elevation generated at the bow by the bulb is also well captured.

Differences are present for the stern wave system, mostly due to the experimental data

lacking measurements in this area. The grid coarsening approach used to dampen the
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Figure 5.4: Bottom view of the wall shear stress on the KVLCC2 for the k-ω SST (top,
standard simulation) and the Spalart-Allmaras (bottom) turbulence model for the static
drift case (β = 8◦, Fr = 0.142). Note the large difference in the predicted wall shear stress
at the bow for the Spalart-Allamars model. Model rotated for clarity, the flow is therefore
coming from the bottom right.

wave pattern also proved to be working efficiently, with no trace of wave reflection on the

boundaries of the domain. The typical Kelvin wave pattern angle is seen to be properly

reproduced, implying that the position of the wave is not influenced by the mesh density

(except where the coarsening has been applied).

In addition, the wave elevation along the hull can also be compared to experimental

data, see figure 5.6. Likewise, the results show good agreement with the experimental

data. The smearing of the free surface due to the high local CFD number close to the ship

renders the wave elevation uneven. The start of the bow wave pattern on the side of the

ship is clearly seen at a x/LPP of -0.4.

The nominal wake of the KVLCC2 has been the focus in much of the numerical

predictions (Kim et al., 2001; Larsson et al., 2003). It features a very distinctive hook

shaped structure due to the propeller hub. The study of the wake indicates if the viscous

wake is properly captured, for manoeuvring this is relatively important as a majority of

the forces are from viscous contributions. The nominal wake of the KVLCC2 is depicted

in figure 5.7. The CFL is able to accurately model the viscous wake, the hook shaped

structure is captured and shows good agreement with the experimental data. An accurate

modelling of the wake is also required to properly measure the influence of adding a rudder,

or a propeller.

The vortical structure of the KVLCC2 has been studied both experimentally and

numerically (Abdel-Maksoud et al., 2015; Xing et al., 2012). Due to the relatively sharp

turn of bilge, three main vortices are formed, see figure 5.8., which are accurately captured,
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Figure 5.5: Wave elevation around the KVLCC2, from CFD of present study (top) and
experimental data (Kim et al., 2001)(bottom) for Fr = 0.142, β = 0◦. For the measured
wave elevation, level 21 corresponds to the undisturbed free surface and a unit level change
corresponds to a change in elevation of 0.5 mm.
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Figure 5.6: Comparison of normalized wave profile along the hull of the model (Fr =
0.142, β = 0◦). Experimental data from Kim et al. (2001). It should be noted that the
interface is not smooth on the surface of the ship due to the CFL being very high and
thus the UD scheme is used, introducing numerical dissipation.
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Figure 5.7: Normalized velocity in the nominal wake of the KVLCC2, from CFD of
present study (right) and experimental data (Kume et al., 2006)(left) for Fr = 0.142,
β = 0◦. The plane is located at x/LPP = 0.48. Note the typical hook shape present in
the wake, which is captured by the CFD.
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Figure 5.8: Isocontours of Q-criterion (value of 1.5 s−2) coloured with normalized helicity
(Hn) showing the vortical structures forming on the KVLCC2 (β = 16◦, Fr = 0.142) using
the k-ω SST turbulence model.
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even the weaker fore bilge vortex. The representation of the vortex is influenced by the

mesh density, for the standard mesh, they do not extend past the viscous wake refinement,

the fine mesh features a longer viscous wake refinement and the vortices are allowed to

extend further downstream. However, this does not seem to have a measurable influence

on the forces predicted, as all three meshes show similar results, see figure 5.9 and 5.9.

5.2 Slow Motion Derivatives

From the plots of the sway force/yaw moment for different sway velocities (figure 5.9, 5.10),

the gradient at the origin can be used to determine the slow motion derivatives. A

first-order polynomial is fitted to the points and the gradient recorded. In order to compare

results at different scales the slow motion derivatives are made non-dimensional as follows:

Y ′v =
Yv

1
2ρUL

2
PP

N ′v =
Nv

1
2ρUL

3
PP

, (5.5)

all other non-dimensional coefficients are shown in the Dimensionless Quantities.

The results presented in table 5.4 are computed using results up to ±4◦ of drift,

including the points at larger drift angles, where the agreement between the CFD predictions

and the experiments starts to deteriorate was not made. Sway force and yaw moment

derivatives show acceptable agreement with the experimental data. The observation made

earlier that the CFD results underpredicted the forces and moment is reflected here, with

the derivatives obtained from the CFD results being lower than the one obtained from the

experimental data. The error obtained for the yaw moment N ′v is somewhat lower than

for the sway force Y ′v . This can be caused by the uncertainties in the force and the point

of application of this force used to calculated the moment to somewhat cancel each other

out, and give rise to the observed behaviour. Similar behaviour was observed by He et al.

(2016) and Kim et al. (2015).

The agreement with experimental data is satisfactory enough so that the slow motion

derivative obtained can be used to simulate standard manoeuvres. There is quite a bit

of scatter in the derivatives obtained from experimental results as well, this reflects the

difficulty to very accurately predict them numerically as well as experimentally. Part of

the differences between the experimental results is also due to the scale factor of the model

not being the same, which has a measurable influence on the derivatives.

Inclusion of points with smaller drift angles, both for the numerical and experimental

(NMRI) data could result in a better agreement, unfortunately, experimental results

for such drift angles are not available. Inclusion of points at larger drift angles in the

curve-fitting did not result in a better agreement between results.
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Table 5.4: Comparison of slow motion derivatives against experimental values. Gradients
calculated using values from β ± 4◦. Error expressed as a % of experimental data (D).

Derivative
Present Experimental

(CFD) NMRI MOERI Kume et al. (2006) Mean

Y ′v -0.01362 -0.01535 -0.01619 -0.01838 -0.01664

ε (%D) - -11.26 -15.87 -25.89 -18.14

N ′v -0.00954 -0.01027 -0.00875 -0.01064 -0.009886

ε (%D) - -7.13 9.03 -10.43 -3.50
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Figure 5.9: Sway force for different sway velocities, showing the mesh, time-step and
turbulence sensitivity results. Detail magnification: ×75.
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Figure 5.10: Yaw moment for different sway velocities, showing the mesh, time-step and
turbulence sensitivity results. Detail magnification: ×50.

5.3 Additional Investigations

To investigate the effects of modelling the free surface, the double-body approach was used.

The results are presented in figure 5.9 and 5.10. Differences in the outcome obtained for

the free surface capturing and the double-body simulations are small, within numerical

errors. The computational time is however diminished with this approach, where only

1000 iterations are required for the L2 Norm of the pressure change on the hull to drop

below 10−5. For low Froude number, such as the one considered here, the two approaches

were not be expected to produce too dissimilar results.

The approach where the forward speed of the ship was altered to produce the desired

sway velocity resulted in large discrepancies, both with standard numerical predictions

and with experimental data. Meshes are Reynolds number dependent, and thus if the

flow velocity is altered so should be the mesh to maintain the correct y+ and boundary

layer resolution. By simply altering the inlet boundary condition, those are not respected

anymore, and this leads to erroneous values of shear stress and pressure on the model.

This approach will require the boundary layer mesh to be adjusted each time. Producing

a mesh with the desired y+ is not a straightforward operation and can require a number of

iterations to produce the desired value. Altering the drift angle is a much better approach,

as the boundary layer mesh can be kept the same.
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Table 5.5: Comparison of slow motion derivatives for bare hull and hull with rudder.
The Difference (ε) is expressed relative to the rudder contribution to the slow motion
derivative of the hull with rudder (S).

Derivative Bare Hull Hull with Rudder Rudder Contribution

Y ′v -0.013626 -0.014324 -0.000698

ε (%S) - - 4.87

N ′v -0.0095431 -0.0090858 0.000457

ε (%S) - - -5.03

Static drift simulations undertaken for the bare hull were reproduced with the addition

of an undeflected rudder to research its influence on the slow motion derivatives. The

results are presented in table 5.5.

With the addition of a rudder, Y ′v is increased, whereas N ′v is reduced. This results in

a negative rudder contribution to the sway force and a positive contribution to the yaw

moment. The addition of the rudder has the effect of shifting the centre of sway force aft,

which reduces the yaw moment while increasing the sway force. This is often aimed for

when the directional stability of the ship is an issue.

5.4 Discussion

This chapter presented the results obtained for the static drift simulations. Low levels of

iterative convergence were found in all simulations undertaken. From a practical point

of view, this simplifies the verification and validation process as well as giving more

confidence in the results obtained. The method used for this effect is believed to be

more representative than solely monitoring the residuals (Eça and Hoekstra, 2006). The

verification process showed very good repeatability of the experimental data and a low

level of numerical uncertainties. However, the sway force (Y ) and yaw moment (N) are

not properly validated, with a comparison error |E| larger than the validation uncertainty

UV . This would indicate that the simulations are subject to modelling errors. These errors

could arise from mesh topology, turbulence closure, etc. The tendency observed is that

numerical results underpredict experimental data.

The sensitivity of the solution to turbulence closure was also tested. The force and

moment predicted by all three turbulence models are very similar. The Realizable k-ε,

predicts remarkably similar values compared to the k-ω SST, despite having a relatively

different formulation. Results for the Spalart-Allmaras model are also in good agreement

with the k-ω SST model, here again. Discrepancies were however observed for the shear

stress prediction of this model. It is not clear to the author why the prediction is so

different, as the Star-CCM+ implementation of this model allows the use of a wall function
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and the mesh used had an appropriate prism layer. Overall, the k-ω SST model seemed

to have give the best predictions. Very similar results were obtained with the Realizable

k-ε and this model could also be a valid choice for manoeuvring simulations.

Mesh topology was investigated with a comparison of free surface elevation and viscous

wake. The results showed good agreement with the experimental data, which would

indicate that the mesh topology used is of good quality. The use of wall function to model

the boundary layer could contribute to a small part of the modelling errors observed,

but they are not expected to be large enough to validate the results. The velocity field

generated by the KVLCC2 features large unsteady flow structures such as the bilge and

hub vortices. Those structures might benefit from a more advanced turbulent strategy

(DDES, LES) to properly capture them, this could help reduce the comparison error and

thus validate the findings, but referring to section 2.5, use of such methods do not necessary

result in more accurate force predictions.

Another aspect is the condition considered, at this drift angle β = 8◦, the flow might

already be too detached and unsteady for the RANS approach used, validation could be

performed on smaller drift angles (i.e. β = 2◦), where the flow is not expected to be as

unsteady.

Time-step sensitivity was also investigated for the simulation. It was found that while

qualitative differences were present in the free surface representation produced by the

different time-step chosen, quantitatively, the force and moment measured were within

numerical uncertainties. The level of iterative convergence, however, showed to be lower

for larger time-steps, even with an increased number of inner iterations. This is a typical

behaviour, where the residuals follow an asymptotic decrease, and once a certain level is

reached, large numbers of inner iterations are required to drop them further.

It was also found that with the inclusion of the free surface, care has to be taken

that the wave field is allowed to travel downstream of the model before the results are

extracted. The typical values given by ITTC (2017) were found to be too small. This is

probably due to the low speed of the model (Fr = 0.142) which requires a longer time for

the wave pattern to build up.

The slow motion derivatives obtained show acceptable agreement with experimental

data. The agreement for the yaw moment is somewhat better than the sway force. Here

again, the predictions might be improved if smaller drift angles are considered. With the

inclusion of more points (i.e. up to β ± 8◦) for the CFD results, the agreement can be

improved, but this is not consistent with the approach used for the experimental data.

The double-body approach showed to produce very similar results compared to the

VOF method. This is probably due to wave only having a small contribution in the force

predictions. For instigations where computational power is limited this approach could be

considered as valid, provided the Froude number of the model is small (below 0.15).
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Chapter 6

Planar Motion Mechanism

Simulations

This section presents the results obtained for the simulations of planar motion mechanism.

First, the procedure used to post-process the experimental data is presented, then the

method used to derive the oscillatory coefficients from the force and moment data is

described. The verification and validation of the data is presented, and finally, the

oscillatory coefficients are derived and discussed.

Two different motions were imposed on the model, one in pure sway and another in

pure yaw. Each motion was imposed with two different oscillation periods, 12 and 6 s,

respectively. This resulted in a total of 4 PMM simulations being undertaken to determine

the oscillatory coefficients of the model. The motion imposed are presented in table 2.1.

6.1 Experimental Data Filtering

The raw experimental data provided by the National Maritime Research Institute (NMRI),

via the SIMMAN (2014) workshop had to be post-processed. The forces and moment were

expressed in the space-fixed coordinate system and not in the ship-fixed coordinate system.

This is corrected by performing a coordinate system transformation.

To remove the noise in the raw data, a zero-lag low-pass Butterworth digital filter is

applied (Robertson et al., 1993)

G(n)filtfilt =
1

1− ω2n
, (6.1)

where n is the order and ω is the cutoff frequency of the filter. The order and cutoff

frequency were chosen by looking at the power spectral density (PSD) of the two signals,

see figure 6.1.

The final filter is a 6th order Butterworth filter, with a cutoff frequency of 0.3 Hz (this
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Figure 6.1: Power-spectral density of the sway force and yaw moment for the PMM
in pure sway, data from experiment (T = 12 s, y0 = 0.2026m). Note the peak at the
frequency of oscillation of the PMM motion, f = 0.083 Hz.

is for the PMM of pure sway with a period of T = 12 s, other cutoff frequencies are used

for the other experimental data filtering). The zero-lag is required for the post-processing

of the experimental data, as the phasing between the velocity, acceleration and resulting

force and moment is critical. This is readily implemented in Python, see appendix C.5.

In addition to filtering the data, the force and moment had to be corrected as they

included inertial and centrifugal force effects of the model and the measuring system.

Hydrodynamic sway force and yaw moment are obtained as follows

Yhydro = Yfilt +m(v̇ + ru+ xCGṙ)

Nhydro = Nfilt + Izz ṙ +mxCG(v̇ + ru) ,
(6.2)

where the letters have their original meaning, and u ∼
√
U2 − v2. The mass of the

measuring equipment is 0.434 kg in the surge direction and 0.764 kg in the sway direction.

The moment of inertia in yaw (Izz) is 89.67 Nms2. The distance between the centre of

gravity and the origin of the coordinate system (xCG) is 0.1009 m.

6.2 Oscillatory Coefficients

Following Oldfield et al. (2015), a regression method was used to determine the oscillatory

coefficients from the experimental and numerical results. This involved minimising the

weighted sum of the square of the errors between the results and the corresponding Taylor
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Figure 6.2: Sway force and yaw moment for a single period of oscillation for the PMM
in pure sway (T = 12s, y0 = 0.2026m). Raw and corrected yaw moment data have been
omitted for clarity.

series approximations given in section 3.2. As an example, for the sway force,

SSEY =
∑
i

wi(Y
′(v′, r′, v̇′, ṙ′)− Y ′i )2 , (6.3)

where i denotates the ith datum, Y ′(v′, r′, v̇′, ṙ′) is the Taylor series expansion evaluated

in the corresponding condition and Y ′i is the result considered. The weighting function,

wi, is taken as the inverse of the number of point in the results used. The weighted root

mean square is

ERMS,Y =

√
SSEY∑
iwi

. (6.4)

This method allows different sets of results to be combined to yield a set of manoeuvring

derivatives. To see the influence of the motion frequency on the derivatives, each simulation

and experimental data was treated separately. It was found upon trials and errors that

the best results were obtained when the fitting was performed using the maximum number

of periods from the PMM simulation or test.

Figure 6.2 shows a typical sway force and yaw moment data set, both from experimental

and numerical results. Results of the fitting operation are presented on figure 6.3 and 6.4

for the experimental and the CFD data, respectively. The script and its verification are

presented in appendix C.6.
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Figure 6.3: Experimental data fitting for the pure yaw simulation (T = 12 s). Sway
force and yaw moment are presented nondimensional.
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Figure 6.4: CFD data fitting for the pure yaw simulation (T = 12 s). The large peaks
observed at t = 0 s are due to the motion initialization. Sway force and yaw moment are
presented nondimensional.
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Table 6.1: Mesh and solver metrics for the planar motion mechanism simulations.

Mesh Cells (×106) CPU Time (Hours) L2 Norm Pressure

Coarse 4.102899 333:05:18 1.0535× 10−4

Standard 6.430814 416:48:38 2.4976× 10−5

Fine 8.102968 511:49:55 1.1555× 10−5

6.3 Verification and Validation

The verification and validation process was performed on the planar motion mechanism

in pure sway with a period of oscillation of 12 s. Two other meshes were produced based

on the standard mesh described in section 4.2.2. A similar coarsening and refinement

approach as in the static drift simulation was applied. In addition, the overlap of the

overset in the background also had to be adjusted to ensure that the cell size between

them were of similar size. An appropriate target refinement ratio of
√

2 was chosen, to

limit the size of the meshes. Due to the mesh topology, this exact ratio could not be

maintained.

6.3.1 Global Quantities

The results are presented for three meshes with a cell count of 4.1, 6.4 and 8.1 M cells,

for the coarse (N3), standard (N2) and fine (N1) mesh, respectively. This corresponds

to refinement ratios of r21 = 1.26 and r32 = 1.56. The manoeuvring derivatives were

calculated for the three meshes, using the same period of motion each time for the fitting.

The use of manoeuvring derivatives is believed to give a more accurate representation of

the mesh resolution as opposed to a single force measurement taken arbitrarily during the

motion for unsteady simulations.

Iterative convergence between each time-step is achieved to at least an order of 10−3 %S

based on the L2 norm of the pressure change between consecutive iterations relative to

the total pressure force on the hull, see table 6.1. Again, this is below the expected

grid uncertainty and can be safely neglected when calculating the corrected simulation

results. Moreover, the inclusion of the iterative uncertainty in the corrected solution is

not expected to have a measurable impact on the resulting oscillatory coefficients.

The results of the grid sensitivity study for the planar motion mechanism simulation

in pure sway are presented in table 6.2. All but one of the variables considered show

oscillatory convergence (O). Monotonic convergence is achieved only for Ñ ′v̇, thus the grid

convergence index is only valid for this variable, it is however presented for all of them.

Oscillatory convergence usually implies that the meshes are not in the asymptotic range,

this might be the result of the coarse mesh not being able to accurately capture all the
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Table 6.2: Grid convergence study for the planar motion mechanism in pure sway
(T=12s, y0 = 0.2026m).

Ỹ ′v Ñ ′v Ỹ ′v̇ Ñ ′v̇

Ŝk1 (Fine) -0.013702 -0.014182 -0.009855 -0.000479

Ŝk2 (Standard) -0.013677 -0.014194 -0.009988 -0.000466

Ŝk3 (Coarse) -0.014225 -0.01416 -0.009820 -0.000440

Convergencea O O O M

p (apparent order) 21.51 1.99 7.87 0.25

Ŝ21
ext -0.013708 -0.009051 -0.014168 -0.001152

e21
a 0.18 1.35 0.08 2.71

e21
ext 0.04 8.88 0.10 58.43

GCI21
standard 0.21b 6.06b 0.13b 184.10

a M: monotonic convergence, O: oscillatory convergence, D: divergence
b Strictly speaking the GCI cannot be calculated for results showing oscillatory

convergence.

physics. A finer mesh would be required to estimate the upper and lower bound of the

solution oscillations to estimate the grid uncertainty, this could not be performed due to a

lack of time but would be required to properly verify the results. It can however be noted

that all oscillatory coefficients show good agreement between each mesh considered, with

the standard deviation being 1.98% of the value of the standard mesh, see table 6.4.

The reason for the observed oscillatory behaviour could arise from the limitation of

the method used for unsteady flow simulations, and not really reflect actual oscillations

in the convergence of the variables. This was also observed by Carrica et al. (2016)

who performed a convergence study for unsteady ship simulations (zigzag manoeuvre)

and obtained oscillatory convergence for most of their variables, while the same variables

showed monotonic convergence when the convergence study was performed on a self-

propulsion simulation utilizing the same meshes. Other methods are used in the literature

to compare convergence of unsteady simulations, for example Oldfield et al. (2015) verified

their results by looking at the convergence of the Fourier coefficients obtained from the

fitting of the data with a 3rd order Fourier series.

Because numerical uncertainties cannot be accurately estimated for the variables, a

proper validation of the results cannot be made. It is however possible to calculate

the comparison error E between the oscillatory coefficients obtained from CFD to the

one from the experimental data. This is presented in table 6.3, where the comparison

error is denoted by ε for consistency with previous tables. The two periods are treated

independently. Agreement for the sway velocity and acceleration dependent coefficients is

better than for rotatory dependent coefficients.

The oscillatory coefficients obtained, see table 6.3, are in acceptable agreement with
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Table 6.3: Oscillatory coefficients from planar motion mechanism simulations against
experimental data. Note that ε denotes the comparison error otherwise noted as E.
MOERI results are compared to the 12 s period results.

Derivative
Present (CFD)

Experimental

NMRI MOERI

12 s 6 s 12 s 6 s 10 s

Ỹ ′v -0.013677 -0.01438 -0.01519 -0.01638 -0.016190

ε (%D) - - -9.96 -12.21 -15.52

Ỹ ′v̇ -0.014194 -0.01470 -0.01439 -0.01868 -0.015104

ε (%D) - - -1.36 -21.31 -6.02

Ñ ′v -0.009988 -0.01076 -0.01070 -0.01318 -0.00875

ε (%D) - - -6.65 -18.36 14.15

Ñ ′v̇ -0.000466 -0.000418 -0.00051 -0.00076 -0.000785

ε (%D) - - -8.63 -45.0 -40.64

Ỹ ′r 0.002862 0.002696 0.004305 a 0.004720

ε (%D) - - -33.52 - -39.36

Ỹ ′ṙ -0.000567 -0.000512 -0.003124 a -0.001428

ε (%D) - - -81.85 - -60.29

Ñ ′r -0.002132 -0.002461 -0.002524 a -0.003115

ε (%D) - - -15.53 - -31.56

Ñ ′ṙ -0.000676 -0.001005 -0.001134 a -0.00080

ε (%D) - - -40.39 - 15.5

a Raw experimental results is problematic, and thus not included.

Table 6.4: Oscillatory coefficients from planar motion mechanism simulations in pure
sway (T=12s) with for different mesh sizes and turbulence models. Error expressed relative
to the standard solution (k-ω SST).

Derivative Coarse
Standard

Fine
k-ω SST Realizable k-ε

Ỹ ′v -0.014225 -0.013677 -0.013902 -0.013702

ε (%S) 4.01 - 1.64 0.18

Ỹ ′v̇ -0.014161 -0.014194 -0.014267 -0.014182

ε (%S) -0.23 - 0.51 -0.08

Ñ ′v -0.009820 -0.009988 -0.009939 -0.009855

ε (%S) -1.68 - -0.06 -1.33

Ñ ′v̇ -0.000440 -0.000466 -0.000407 -0.000479

ε (%S) -5.58 - -12.6 2.79
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experimental data. The frequency dependence of the oscillatory coefficients seems to be

captured, in pure sway, the global increase of oscillatory coefficients with reduction in the

motion frequency is captured. For the pure yaw PMM, due to the problematic raw data,

such conclusions cannot be drawn. Those coefficients could be later used to determine

their associated slow motion derivatives for use in manoeuvring simulations.

Turbulence Sensitivity

Table 6.4 shows the results obtained with the three meshes used for the grid convergence

study as well as a simulation using the Realizable k-ε turbulence model. The two turbulence

models used show good agreement with each other. The largest deviation occurs for

Ñ ′v̇, this is also the value which shows the largest differences between the mesh density

considered. No clear tendency can be observed whether velocity or acceleration depended

derivatives are more sensitive to mesh density or turbulence closure. Both turbulence

models can be expected to yield similar results for this type of flow problems, as their

formulations are not too dissimilar (Wilcox, 1993). Additional investigation would be

required to see if this pattern is repeated with a change of motion frequency, i.e. if there

is a frequency dependency in the convergence of the turbulence model. It should be noted

that the simulation using the Realizable k-ε model showed larger values of the L2 norm

of convergence, especially for the shear stress.

6.3.2 Local Flow Quantities

Unfortunately, no experimental flow measurements are available for comparison purposes

for unsteady model tests for the KVLCC2. Only numerical results provide readily accessible

information on the flow field generated by the model during PMM tests. Therefore no

local flow measurements can be used to validate the simulations.

6.4 Additional Investigations

Additional investigations were performed on the KVLCC2 equipped with a rudder, as

described in section 4.1.5. The results are presented in table 6.5. The contribution of the

rudder to the sway velocity derivatives follows a similar tendency as in the static drift

simulations, however the magnitude is reduced, both for the sway force and yaw moment.

One can also note that the rudder contributes much less to the acceleration dependent

derivatives than to the velocity dependent ones, especially for the sway force. For the yaw

moment, because the rudder has the effect of reducing the value of the derivatives and

because the magnitude is small, the differences can be significant.

The trend observed for sway velocity dependent derivatives is different for rotatory

dependent derivatives. The addition of the rudder has the effect of increasing both the
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sway force and yaw moment contribution, whereas it had the effect of reducing the yaw

moment in the pure sway PMM. This can easily be explained because during PMM in

pure sway, sway force and yaw moment have roughly the same magnitude, as opposed to

PMM in pure yaw, where the sway force is typically much larger than the yaw moment,

due to the contribution of the bow and stern of the ship to the moment cancelling each

other out, while they are simply added for the force.

6.5 Discussion

This chapter expose the results of the PMM simulations used to derive the oscillatory

coefficients of the KVLCC2. Similar levels of iterative convergence were achieved for

these unsteady simulations as for the static drift simulations. However, the time-step

and inner iteration used are much more refined. Despite showing good levels of iterative

convergence, oscillations were observed in all but one of the variables considered for the

grid convergence study. The Richardson extrapolation used earlier cannot be used in

this case, and additional results would be required to estimate the grid uncertainties

based on the lower and upper bound of the solution oscillation. Or perhaps, the observed

behaviour is due to the limitations of the verification approach, as discussed previously. It

should be noted that proper verification and validation is not usually performed for PMM

simulations, and that the mesh sizes considered herein are of similar order as the ones

considered in for example, He et al. (2016) and Kim et al. (2015).

The agreement for the oscillatory coefficients from the pure sway test is acceptable,

showing similar agreement as the slow motion derivatives discussed previously. Velocity

dependent derivatives are better predicted that acceleration dependent ones, mostly because

their magnitude is larger. The trend observed in the static drift results that the yaw

moment shows better agreement, at least for velocity derivatives. Agreement for the

12 s period is also better than with the period of 6 seconds, this might be due to the

experimental uncertainties in model tests being larger for smaller motion periods. As

discussed previously, the frequency dependence of the oscillatory coefficient is captured.

In pure yaw simulations, the agreement deteriorates. The tendencies are accurately

captured by the CFD simulations but large discrepancies are present for certain derivatives,

namely Ỹ ′ṙ and Ñ ′ṙ. Comparison with experimental results for the other oscillation period

(T = 6 s) could not be made. The uncertainty in model tests can also be expected to be

larger for the pure yaw case. This was discussed previously (section 2.1), but improvements

for the pure yaw case can be observed for the results of the present study, compared to,

for examples results from He et al. (2016). To properly validate the time-step and inner

iteration chosen, a proper sensitivity study would be required.

While no large differences were observed between the results of the different turbulence

models used, the use of different turbulence strategies (i.e. hybrid RANS/LES, DDES)
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could improve the predictions. As opposed to the argument provided in the discussion of

the slow motion derivatives in the previous chapter, correctly modelling the interactions of

the coherent flow structures, such as the bilge vortices, with the ship in unsteady motion

could be critical, and this cannot accurately be done using RANS approaches. A similar

point was raised by Oldfield et al. (2015), who argued that inclusion of local flow history

effects, i.e. roll and decay of vortices, could only improve force predictions. They also

suggested that the manoeuvring derivatives obtained from unsteady simulations would

only be beneficial if used for simulating real manoeuvres where similar flow-history are

expected. An example would be to use PMM results to simulate zigzag manoeuvres, and

static drift simulation results, or even better, results from rotating arm simulations for

turning circle manoeuvres, due to the similarity in the flow-history.

From the set of oscillatory coefficients obtained, a set of slow motion derivatives could

be extracted to be used with the equations of motion to simulate standard manoeuvres.
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Table 6.5: Influence of rudder on oscillatory coefficients from PMM in pure sway and yaw. Difference (ε) is expressed relative to the
rudder contribution to the oscillatory coefficients of the hull with rudder (S).

Derivative
Bare Hull Hull with Rudder Rudder Contribution

12 s 6 s 12 s 6 s 12 s 6 s

Ỹ ′v -0.013677 -0.01438 -0.015124 -0.01835 -0.00145 -0.00367

ε (%S) - - - - 9.58 20.0

Ỹ ′v̇ -0.014194 -0.01470 -0.014648 -0.01533 -0.000454 -0.00063

ε (%S) - - - - 3.1 4.1

Ñ ′v -0.009988 -0.01076 -0.009064 -0.00879 0.000924 0.00197

ε (%S) - - - - -10.2 -22.41

Ñ ′v̇ -0.000466 -0.000418 -0.000212 -0.000104 0.000254 0.000314

ε (%S) - - - - -119.8 -301.9

Ỹ ′r 0.002862 0.002696 0.003854 0.004688 0.000992 0.001992

ε (%S) - - - - - -

Ỹ ′ṙ -0.000567 -0.000512 -0.000370 -0.000211 0.000142 0.000301

ε (%S) - - - - - -

Ñ ′r -0.002132 -0.002461 -0.002633 -0.003411 -0.000501 -0.00095

ε (%S) - - - - - -

Ñ ′ṙ -0.000676 -0.001005 -0.000761 -0.001158 -0.000085 -0.000153

ε (%S) - - - - - -
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Chapter 7

Conclusion and Future Work

This chapter provides conclusions to the results obtained in this study. Link to the aim

and objective are made, and the limitations of the present study are discussed. Finally,

recommendations for future work are given.

With regards to the task assigned in the Aim and Objectives, the slow motion derivatives

and oscillatory coefficients for the KVLCC2 have been effectively acquired by numerically

replicating static drift and planar motion mechanism tests. Different numerical aspects

have been investigated, and the difference in the results obtained contrasted. The rudder

study, which was originally not included in this work was undertaken due to the progress

made. From the study undertaken the following conclusion can be drawn.

7.1 Conclusions

RANS methods have been used to derive manoeuvring coefficients (SMD’s and OC’s) for

a benchmark ship, the KVLCC2, by mean of static drift and planar motion mechanism

simulations in pure sway and yaw. The results obtained showed that CFD is a valuable

tool for this purpose but some numerical challenges are still present with the methods and

computational power available nowadays, they are discussed below.

• While more physical fidelity is gained by modelling the free surface it comes at

the cost of a computational time being typically 10 times larger compared to the

double-body approach. The unsteady approach required to model the free surface

poses additional problems, iterative convergence can hardly be achieved at the same

level as a steady state simulation. This leads to both results being very similar,

especially for ships operating at low Froude numbers. The influence of the free

surface might be more important for PMM simulations, where the frequency of

oscillation could lead to complex wave interactions that could have a significant

influence on the resulting coefficients.
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• Judging convergence of the static drift simulation, despite also being unsteady,

proved much easier than for unsteady PMM simulations, as forces and moments,

as well as the residuals can be used to assess the convergence of the simulations. For

unsteady PMM, where the aimed result is an harmonic force/moment, it is much

more difficult to judge the convergence of the results. The L2 Norm approach used

showed to be relatively straightforward to implement and is believed to be more

representative of iterative convergence than standard residuals.

• Spatial and temporal discretization errors were found to be small for the static drift

simulations, even with large values of time-step, the predicted forces and moment

showed good agreement with the other simulations utilizing finer time-step, only

the free surface representation was altered. Turbulence closure proved not to have

too much influence on the forces predicted, with the exception of the surge force

prediction of the Spalart-Allamaras model, good agreement was obtained.

• Verification and validation was performed for both the static drift and the planar

motion mechanism tests, for the later, the manoeuvring derivatives have been used

as the variables to verify. The limitations of the verification and validation process

for unsteady simulations have been seen, additional methods would be required to

asses the validity of those simulations.

• The influence of an undeflected rudder was correctly captured by the RANS method,

proper verification and validation of the results would be required.

• Finally the manoeuvring derivatives obtained in the present study show similar

or better agreement compared to results presented in the literature. They could

therefore be utilized to simulate ship manoeuvre.

7.2 Recommendations for Future Work

While this investigation tried to be comprehensive, many aspects could not be investigated

due to the time constraint, and some of the results obtained required additional investigation.

The following recommendations are made to improve those results; as well as to suggest

new routes of study.

• This study made extensive use of the wall function approach, ultimately the aim

would be to fully resolve the boundary layer. This could be combined with free

surface capturing methods, such as the VOF to reduce the modelling assumptions.

• The set of manoeuvring coefficients derived in this study were for the model, the

aim would be to be able to derive them for the ship, bypassing the uncertainties

associated with the scaling of the results.
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CHAPTER 7. CONCLUSION AND FUTURE WORK

• Specific CFD codes for resistance calculations have been created (Hoekstra, 1998),

those codes allow much more efficient computations for this specific case, a similar

approach could be used to derive a purposely build CFD code for manoeuvring,

which would greatly enhance CFD manoeuvring predictions during the design of a

new ship.

• While RANS approaches where shown to be able to predict unsteady flow phenomena

relatively well, use of scale-resolving simulations for captive model simulations could

greatly enhance the results, once the problem of computational power is solved.

• Free-running simulations, despite being also prohibited at present time due to the

required computational power, might be the norm in a close future, constant development

of numerical methods (free surface modelling, turbulence closure, numerical schemes,

etc.) and hardware is therefore required to achieve this ambitious goal.
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Appendix B

Turbulence Models

The following present the details of the different turbulence closure models used. For

a complete explanation of the implementation of the different models, refer to Siemens

(2017).

B.1 k-ω SST

Menter’s formulation of the k-ω turbulence model is used (Menter, 1994), where the

turbulent kinematic energy k is given by

Dk

Dt
= τij

∂ui
∂xj
− β?ρωk +

∂

∂xj

[
(µ+ σk1µt)

∂k

∂xj

]
, (B.1)

and the specific dissipation rate ω,

Dρω

Dt
=
γ

νt
τij
∂ui
∂xj
− βρω2 +

∂

∂xj

[
(µ+ σωµt)

∂ω

∂xj

]
+ 2ρ(1− F1)σω2

1

ω

∂k

∂xj

∂ω

∂xj
.

(B.2)

F1 is a blending function that calculates the new model constants φ from the constant φ1

and φ2,

φ = F1φ1 + (1− F1)φ2 . (B.3)

The turbulent viscosity is calculated using the turbulent kinetic energy and the specific

dissipation rate

νt =
a1k

max(a1ω; ΩF2)
, (B.4)

with

F2 = tanh(arg2
2) , (B.5)
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APPENDIX B. TURBULENCE MODELS

where,

arg2 = max

(
2

√
k

0.09ωy
;
500ν

y2ω

)
. (B.6)

The constant of set φ1 are (SST inner):

κ = 0.41 β? = 0.09 β1 = 0.0750 σk1 = 0.85

σω1 = 0.5 a1 = 0.31 γ1 = β1/β
? − σω1κ

2/
√
β?

The constant of set φ2 are (standard k-ε):

κ = 0.41 β? = 0.09 β2 = 0.0828 σk2 = 1.0

σω2 = 0.856 γ2 = β2/β
? − σω2κ

2/
√
β?

B.2 Realizable k-ε

The realizable formulation of the k-ε proposed by Shih et al. (1995) is used. This formulation

offers improved results for boundary layer flows under adverse pressure gradients compared

to the standard version. It is used with a blended two-layer wall function approach. The

eddy viscosity is defined as:

µt = ρCµ
k2

ε
(B.7)

where the transport equation for the turbulent kinetic energy k is

Dρk

Dt
=

∂

∂xj

[(
µ+

µt
σk

)
∂k

∂xj

]
− ρu′iu′j

∂uj
∂xi

+ Pb − ρε− YM + Sk , (B.8)

and for the turbulent dissipation rate

Dρε

Dt
=

∂

∂xj

[(
µ+

µt
σε

)
∂ε

∂xj

]
+ ρC1Sε − ρC2

ε2

k +
√
νε

+ C1ε
ε

k
C3εPb + Sε . (B.9)

The different coefficients are defined as

Cµ =
1

A0 +As
kU∗

ε

U∗ ≡
√
SijSij + Ω̃ijΩ̃ij

Ω̃ij = Ωij − 2εijkωk Ωij = Ωij − εijkωk

φ =
1

3
cos−1(

√
6W ) W =

SijSjkSki

S̃3

S̃ =
√
SijSij Sij =

1

2

(
∂uj
∂xi

+
∂ui
∂xj

)
,

(B.10)

with the following constant

C1ε = 1.44 C2 = 1.9 σk = 1.0 σε = 1.2 .
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APPENDIX B. TURBULENCE MODELS

This model differs in its treatment of Cµ which is a variable here but is a constant in

the standard k-ε model (Cµ = 0.09). This enables additional mathematical conditions on

the Reynolds stresses to be fulfilled. The turbulent quantities specified at the inlet are the

turbulent intensity (0.1) and the turbulent viscosity ratio (10.0).

B.3 Spalart-Allmaras

The standard formulation of the Spalart-Allmaras turbulence model is used (Spalart and

Allmaras, 1992). An all y+ approach is used to resolve the boundary layer velocity profile.

This model provides a transport equation for the modified diffusivity, ν̃ to determine the

eddy viscosity

νt = ν̃fv1 fv1 =
χ3

χ3 + c2
v1

χ ≡ ν̃

ν
, (B.11)

with,

Dν̃

Dt
= cb1 [1− ft2] S̃ν̃ +

1

σ

[
∇((ν + ν̃)∇ν̃) + cb2(∇ν̃)2

]
−
[
cw1fu −

cb1
κ2
ft2

] [ ν̃
d

]2

+ ft1∆U2 .

(B.12)

The different coefficients are

cb1 = 0.1355 cb2 = 0.622 cw2 = 0.3 cw3 = 2.0

κ = 0.41 σν̃ = 2/3 cν1 = 7.1 cprod = 2.0 .

The Spalart-Allamars requires only the turbulent viscosity ratio (10.0) to be specified

at the inlet.
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Appendix C

Simulation Set-up

C.1 Wall Distance (y+) and Boundary Layer Depth

Boundary layer theory can be used to determine the required first cell height and the

depth of the boundary layer for meshing. First the Reynolds number of the simulation is

determined, using fresh water properties

Rex =
Ux

ν
=

0.76 · 2.9091

1.138× 10−6
= 1.94× 106 . (C.1)

The wall distance can be calculated using the ITTC skin-friction correlation line

Cf =
0.075

(log(Rex)− 2)2
=

0.075

(log(1.94× 106)− 2)2
= 4.078× 10−3 , (C.2)

for Rex < 109. The wall shear stress can be expressed as

τw =
1

2
ρU2Cf =

1

2
· 999.1026 · 0.762 · 4.078× 10−3 = 1.176 . (C.3)

From this the friction velocity can be calculated

u∗ =

√
τw
ρ

=

√
1.176

9989.1026
= 0.0343 . (C.4)

And finally, the wall distance

y =
y+ν

u∗
=

30 · 1.0034× 10−6

0.0343
= 0.000994m. (C.5)

With a target y+ ∼ 30 the required first cell height is (this gives us the position of the

first node, which is at the centre of the cell)

y = 0.00198m ∼ 2mm. (C.6)
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APPENDIX C. SIMULATION SET-UP

The total boundary layer depth can be estimated using Schilchting formula for a turbulent

boundary layer over a flat plate (Schlichting, 1979)

δ

x
= 0.37Re−1/5

x = 0.37 · 1.94× 106−1/5
= 0.02044 . (C.7)

At the stern, the boundary layer depth will be

δ = 0.02044 · 2.9091 = 0.0595m. (C.8)

C.2 Kelvin Wake Refinement

To create an appropriate refinement in way of the wave field generated by the hull, the

expected wave length and height have to be estimated. The ITTC give an empirical

formula based on the Froude number (Fr) of the model (ITTC, 2011)

λw = 2πLPPFr
2 = 2 · π · 2.9091 · 0.14242 = 0.37 . (C.9)

Where LPP is the length between perpendiculars of the model. With the minimum number

of cells per wave length being around 40, the maximum spacing the the axial direction is

0.01 m.

C.3 User Defined Functions

The pure sway displacement is defined as, in the earth fixed coordinate system:

(($Time>40.0)?1.0:0.0)*-0.2026*sin(2*3.14159265*(1/12)*($Time-40.0))

The pure yaw transverse displacement is defined as, in the earth-fixed coordinate system:

(($Time>43.0)?1.0:0.0)*-0.28968851*sin(2*3.14159265*(1/12)*($Time-43.0))

and the yaw angle is defined as, in the earth-fixed coordinate system:

(($Time>40.0)?1.0:0.0)*0.199579675*sin(2*3.14159265*(1/12)*($Time-40.0))

Normalized Helicity as per Degani et al. (1990)

dot($$VorticityVector, $$Velocity)/(mag($$VorticityVector)*mag($$Velcoity))
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C.4 Experimental Data Uncertainty
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C.5 Signal Processing

from s c ipy . s i g n a l import butter , f i l t f i l t

# F i l t e r f o r exper imenta l data

def but te r l owpas s ( cu to f f , f s , order ) :

nyq = 0 .5 ∗ f s

no rma l cu to f f = c u t o f f / nyq

b , a = butte r ( order , normal cuto f f , btype=’ low ’ , analog=False )

return b , a

def b u t t e r l o w p a s s f i l t e r ( data , cu to f f , f s , o rder ) :

b , a = but t e r l owpas s ( cu to f f , f s , order=order )

y = f i l t f i l t (b , a , data )

return y

C.6 Taylor Series Fit Verification

This section provides a minimal working example of the code used to fit the Taylor series

expansion to the force and moment. For simplicity, sine and cosine functions are used to

define the data and for the curve fitting.

# TAYLOR SERIES FIT TO DATA

import numpy as np

import matp lo t l i b . pyplot as p l t

from s c ipy . opt imize import minimize

x = np . l i n s p a c e (0 , 4∗np . pi , 100)

v = np . s i n ( x )

v dot = np . cos ( x )

data = 0.365∗v + 2.1∗ v dot

def SSE sway ( x ) :

”””The Taylor s e r i e s expansion f i t f o r SWAY”””

return np .sum(1/ len ( data )∗ ( ( x [ 0 ] ∗ v+x [ 1 ] ∗ v dot)−data )∗∗2)

r e s = minimize ( SSE sway , ( 0 , 0 ) )

f i t = r e s . x [ 0 ] ∗ v+r e s . x [ 1 ] ∗ v dot

print ( r e s . x [ 0 ] , r e s . x [ 1 ] )

p l t . f i g u r e ( )

81



APPENDIX C. SIMULATION SET-UP

p l t . p l o t (x , data , ’−r ’ , l a b e l=’ Data ’ )

p l t . p l o t (x , f i t , ’ xb ’ , l a b e l=’ Taylor Fi t ’ )

p l t . l egend ( )

p l t . show ( )

0 2 4 6 8 10 12

2

1

0

1

2

Data
Taylor Fit

The two coefficients used to multiple the base function are recovered by the print function:

0.364999366284 2.10000010111
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C.7 Free Surface Elevation
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Figure C.1: Instantaneous free surface elevation for the PMM in pure sway at a time
t=36 s after motion initialisation. Initialized solution.
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Figure C.2: Instantaneous free surface elevation for the PMM in pure sway at a time
t=36 s after motion initialisation. Non-initialized solution.
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C.8 Star-CCM+ Meshing Macro

The following script was used to modify the drift angle of the model by rotating the hull

and the local refinements (bow, stern, bilge) and remeshing before running. Note that for

clarity purpose single lines had to be broken down.

// STAR−CCM+ macro : rotatemeshrun . java

// Written by STAR−CCM+ 12.04 .010

package macro ;

import java . u t i l . ∗ ;

import s t a r . common . ∗ ;

import s t a r . base . neo . ∗ ;

import s t a r . v i s . ∗ ;

import s t a r . meshing . ∗ ;

public class rotatemeshrun extends StarMacro {
public void execute ( ) {

execute0 ( ) ;

}
private void execute0 ( ) {

Simulat ion s imu la t i on 0 =

getAct iveS imulat ion ( ) ;

Units u n i t s 0 =

s imu la t i on 0 . getUnitsManager ( ) . g e tPre f e r r edUn i t s (new IntVector (

new int [ ] {0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 ,

0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 } ) ) ;

Units u n i t s 1 =

s imu la t i on 0 . getUnitsManager ( ) . g e tPre f e r r edUn i t s (new IntVector (

new int [ ] {0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,

0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 } ) ) ;

MeshPart meshPart 0 =

( ( MeshPart )

s imu la t i on 0 . get ( SimulationPartManager . class )

. getPart ( ”Bow” ) ) ;

S impleCyl inderPart s impleCy l inderPart 0 =

( ( SimpleCyl inderPart )

s imu la t i on 0 . get ( SimulationPartManager . class )

. getPart ( ” Cyl inder ” ) ) ;

S impleCyl inderPart s impleCy l inderPart 1 =

( ( SimpleCyl inderPart )
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s imu la t i on 0 . get ( SimulationPartManager . class )

. getPart ( ” Cyl inder 2” ) ) ;

MeshPart meshPart 1 =

( ( MeshPart )

s imu la t i on 0 . get ( SimulationPartManager . class )

. getPart ( ” Stern ” ) ) ;

CadPart cadPart 0 =

( ( CadPart )

s imu la t i on 0 . get ( SimulationPartManager . class )

. getPart ( ”KVLCC2” ) ) ;

LabCoordinateSystem labCoordinateSystem 0 =

s imu la t i on 0 . getCoordinateSystemManager ( )

. getLabCoordinateSystem ( ) ;

Cartes ianCoordinateSystem cartes ianCoord inateSystem 0 =

( ( Cartes ianCoordinateSystem )

labCoordinateSystem 0 . getLocalCoordinateSystemManager ( )

. getObject ( ”CG” ) ) ;

s imu la t i on 0 . get ( SimulationPartManager . class ) . r o ta t ePar t s (

new NeoObjectVector (new Object [ ] {meshPart 0 ,

s impleCyl inderPart 0 ,

s impleCyl inderPart 1 , meshPart 1 , cadPart 0 } ) ,

new DoubleVector (new double [ ] {0 . 0 , 0 . 0 , 1 . 0} ) ,

new NeoObjectVector (new Object [ ] { un i t s 1 , un i t s 1 , u n i t s 1 } ) ,

’ Spec i f y D r i f t Angle ( rad ) ’ , car te s ianCoord inateSystem 0 ) ;

SubtractPartsOperat ion subtrac tPart sOperat ion 0 =

( ( SubtractPartsOperat ion )

s imu la t i on 0 . get ( MeshOperationManager . class )

. getObject ( ” Subtract ” ) ) ;

subt rac tPart sOperat ion 0 . execute ( ) ;

AutoMeshOperation autoMeshOperation 0 =

( ( AutoMeshOperation )

s imu la t i on 0 . get ( MeshOperationManager . class )

. getObject ( ”Automated Mesh” ) ) ;

autoMeshOperation 0 . execute ( ) ;

s imu la t i on 0 . g e t S i m u l a t i o n I t e r a t o r ( ) . run ( ) ;

}
}
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